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Abstract

Bidirectional Non-Isolated Fast Charger Integrated in the Electric Vehicle Traction Drivetrain

William-Michael Eull

Electric vehicles present an opportunity to reduce the substantial global footprint of road

transportation. Cost and range anxiety issues, however, remain major roadblocks to their

widespread adoption. One of the simplest ways to reduce cost is to remove components from the

vehicle via novel topologies, estimation and control; to reduce range anxiety, charging

infrastructure needs to be simplified and the power electronics in the vehicle made more efficient.

This thesis proposes a bidirectional non-isolated fast charger integrated in the traction drivetrain

of an electric vehicle that is enabled by a modular power electronic converter topology called the

autoconverter module. The autoconverter module is an evolution of previous modular power

electronic concepts with the goal of a highly integrated, high performance converter capable of

being used in a number of applications through simple parallelization. By simplifying system

design through the use of one base power conversion block, overall system cost can be reduced.

Key to the realization of the power module is state estimation. To enable high performance

operation of the system, low noise state information must be provided to the controller. State

estimation is capable of filtering measurement noise to achieve this goal. However, conventional

estimation techniques typically have low bandwidth and a convergence time associated with

them, limiting the overall control system’s performance. Higher performance techniques, such as

receding horizon estimation, offer near-instantaneous estimation with noise rejection capabilities,



which makes it an attractive solution. State estimators can also realize a cost reduction through

the removal of sensors with little to no performance degradation.

Using high performance state estimation and three autoconverter modules in parallel, a novel

three-phase inverter/rectifier topology is conceived. Using this topology, a bidirectional

non-isolated integrated fast charger capable of universal, i.e. single- and three-phase AC and DC,

electric vehicle charging is realized. To interface with the AC power grid and AC traction motor, a

novel three-phase common mode voltage controller is developed. By controlling the common

mode voltage, leakage currents, which are generated by the fluctuation of the common mode

voltage across a parasitic capacitance, can be attenuated and the transformer safely removed from

the system. The removal of the transformer presents a significant cost and efficiency gain for both

on-board chargers and dedicated charging units. With no transformer, the need for a dedicated

on-board charger is obviated; instead, the existing high power traction inverter can be used as the

primary charging interface, significantly reducing the cost, size and weight of on-board charging.

High efficiency in charging mode is demonstrated, with a peak efficiency of 99.4% and an

efficiency at rated power of 11kW of 98.4% shown. Traction mode efficiency with the proposed

integrated charger is increased by 0.6% relative to a standard drive at the motor’s rated power of

5kW. Damaging leakage currents and shaft voltages are reduced by over 90% because of the

common mode voltage control, which will increase drive reliability and lifetime. The topology

can be applied to motor drive applications outside automotive to increase efficiency and reliability.

State estimation theory for permanent magnet synchronous machine drives is expanded upon and

guarantees for estimatability and stability of the estimators are provided. Two estimation

schemes, a Luenberger observer and a receding horizon estimator, are studied for sensor removal

and the development of a failsafe operating mode involving one phase current sensor. Both

estimators function equivalently in the steady state with the receding horizon estimator having

slightly better transient performance. The Luenberger observer has conditions on estimatability,

whereas the receding horizon estimator has none. Both estimators permit the removal of one

current sensor for cost reduction. In regular operation, there is no performance degradation.
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Unconstrained RHE error signals G̃ = G − Ĝ. . . . . . . . . . . . . . . . . . . . . . 60

3.14 Experimental waveforms of the ACM with Luenberger observer, no inductor cur-
rent sensor and under AC operation. (a) Measurements and estimates, !? = 0.1.
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Chapter 1: Introduction

1.1 Background

The world faces, in the words of innumerable scientists, a "climate catastrophe" in the coming

decades. While it is not yet a foregone conclusion that the 2.0◦C global temperature rise target

agreed under the Paris Agreement will be missed, it is becoming less probable that it will be met

without drastic action. While it is difficult to link one single event to a changing climate, the

increasing frequency of extreme weather is of concern and can be attributed to climate change. In

the summer of 2021, for example, the northwestern United States and western Canada recorded

some of their highest ever temperatures, reaching nearly 50◦C.
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Figure 1.1: Breakdown of global greenhouse gas emissions in 2016 [1].

One of the most important steps towards decarbonizing society and averting the impending
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climate catastrophe is to reduce the substantial global footprint of transportation [2], which makes

up approximately 16% of global greenhouse gas emissions [1], as shown in Figure 1.1. Steps are

being taken in all modes of transportation to achieve this: automotive manufacturers are increas-

ing the rollout of hybrid, plug-in hybrid and battery electric vehicles, as well as hydrogen fuel

cell vehicles; railways, both passenger and freight, are improving fuel efficiency through the intro-

duction of hybrid and battery electric locomotives alongside studying the feasibility of hydrogen

in operations; aviation has been increasing levels of electrification and many start-ups in the all-

electric aircraft space are springing up; and maritime has seen pilot programs in Norway exploring

all-electric ferry service and there are even luxury all-electric yachts reaching the marketplace for

consumers.
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Figure 1.2: Breakdown of global carbon dioxide emissions from transportation in 2018 [3].

While transportation as a whole is a large emitter of greenhouse gases, road transportation

is particularly culpable. Of the 16% of global emissions that transportation as a whole accounts

for, road transportation is responsible for approximately 75% of them, with passenger vehicles

accounting for 45% and commercial vehicles 29% [3]. The rest of the transportation emissions
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breakdown is given in Figure 1.2.

Globally, there are more than 1.25 billion vehicles on the road, with more than 80% of them be-

ing passenger vehicles [4], as shown in Figure 1.3. This number is only expected to grow as more

countries develop and the demand for personal transportation inevitably increases. Compound-

ing the issue is the continued growth of e-commerce and the need for last mile delivery services

worldwide. This projected growth will lead to increasing emissions from road transportation.
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Figure 1.3: Total number of passenger and commercial vehicles on the road worldwide [4].

Because of the enormous demand for road vehicles and the pollution they contribute, govern-

ments around the world have begun to impose fuel economy requirements and some have even

taken it further. The state of California, as an example, has had a long-standing mandate that if

a company wishes to sell vehicles in the state, they must also sell a minimum number of electric

vehicles. Electric vehicles, however, remain a niche market due to range anxiety issues drivers

face, a lack of charging infrastructure and the higher price tag they present.

To facilitate the development and adoption of electric vehicles, governments have set targets

for performance enhancements and cost reductions. This work has been supported extensively by
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academia, with the goal being to achieve breakthroughs in several key areas. With its strong au-

tomotive industry, the United States has become a leader in this research, with the United States

Department of Energy (US DOE) producing targets and managing many projects to see electric

vehicles achieve greater prominence. In 2013, the US DOE launched the "EV Everywhere Chal-

lenge" under the Obama administration [5] and has continued it with targets up until the year 2025

[6]. Since the inception of the program, remarkable progress has been made, but the original

goals set for 2015 were not met in many cases for production vehicles. The 2025 targets are more

aggressive still, requiring significant research efforts to reach them.

Relevant metrics for reaching these targets have been laid out by the US DOE. They are: the

cost, in dollars per kiloWatts ($/kW), a measure of how much it costs to obtain a given output

power; the specific power, in kiloWatts per kilogram (kW/kg), a measure of how much power is

obtained for a given mass; the power density, in kiloWatts per litre (kW/L), a measure of how much

power is obtained in a given package size; and the efficiency (%), which is the ratio of output power

to input power, indicating how effectively power is transferred by the system. High efficiency,

high power density and high specific power are desired alongside a low cost per kiloWatt. The US

DOE provides these metrics for many aspects of a vehicle; however, only three will be focused

on. They are: the high voltage power electronics, which connect the battery to the motor; the

DC/DC converter, which charges the low voltage battery and powers the auxiliary loads, such

as air conditioning; and the on-board charger, which is used to charge the vehicle’s high voltage

battery. These targets are key to making electric vehicles more viable for consumer adoption.

The first subsystem of interest comprises the high voltage power electronics which, as defined

by the US DOE, includes one 100kW traction DC/AC inverter/rectifier and, if needed, a DC/DC

buck/boost converter to provide an interface between the battery and motor drive. The high voltage

power electronics make up the traction drive system, with the targets laid out by the US DOE listed

in Table 1.1. While the 2025 goal still aims to reduce cost, it is the power density that sees the more

aggressive target, which indicates that a substantial shrinking of the system is envisaged. One way

this is already being achieved is by transitioning to an 800V system [7], which removes the need
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for the traction DC/DC converter. Further steps are required, however, to meet the 2025 targets.

Table 1.1: United States Department of Energy high voltage power electronics technical targets
[6].

High Voltage Power Electronics Targets 2020 2025

Cost ($/kW) 3.3 2.7
Power density (kW/L) 13.4 100

US DOE targets relating to the DC/DC converter can be found in Table 1.2, with the two seeing

the most ambition being the cost and the efficiency. The DC/DC converter is used for charging the

low voltage battery and for running auxiliary loads. Given that these low voltage systems are

expected to draw more power with further advances in infotainment systems and the necessary

systems for autonomous driving, these targets are key to future electric vehicles.

Table 1.2: United States Department of Energy DC/DC converter technical targets [6].

DC/DC Converter Targets 2020 2025

Cost ($/kW) <50 30
Specific power (kW/kg) >1.2 4
Power density (kW/L) >3.0 4.6
Efficiency >94% 98%

The last electric vehicle component of interest is the on-board charger. This component is

necessary for charging the vehicle and it is also one of the more variable ones in an EV. A user can

charge at home at lower power, i.e. level I between 1-3.3kW, or at a dedicated charging station, i.e.

level II around 7kW [8]. If the infrastructure is available, research has proposed higher power on-

board chargers i.e. 11kW or 22kW [9]. US DOE targets for on-board chargers are found in Table

1.3, where the cost, power density and specific power are expected to see a 30% improvement.

On-board chargers can also be used for grid support [10], though for cost reduction and efficiency

purposes many are unidirectional and are only meant to charge the battery. However, as electric

vehicles proliferate and the power grid shifts more to renewables and distributed energy sources,

the need for local grid support is likely to grow, which can be addressed in part by EVs that provide

vehicle-to-grid services.
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Table 1.3: United States Department of Energy on-board charger technical targets [6].

On-Board Charger Targets 2020 2025

Cost ($/kW) 50 35
Specific power (kW/kg) 3 4
Power density (kW/L) 3.5 4.6
Efficiency 97% 98%

1.2 Motivation

As was outlined, to make electric vehicles cost and range competitive with fossil fuel powered

vehicles, improvements in cost and performance are necessary. While incremental initiatives such

as increasing DC/DC converter or on-board charger performance are important, more innovative

steps are necessary to achieve and exceed the United States Department of Energy targets.

One idea that has been previously investigated with success is the power electronic building

block (PEBB) [11]. The concept of the PEBB is to design well a power converter that can be used

for multiple applications. For example, a well designed three-phase inverter/rectifier could be re-

purposed as a three-phase DC/DC converter with the addition of appropriate filtering components.

The PEBB is not without its difficulties and limitations, however, as it often focuses on realizing a

single topology for a single application, e.g. a three-phase inverter for a motor drive. This rigidity

of application limits its appeal, with calls for greater networking to allow for reconfiguration on-

the-fly being made [12]. Such reconfiguration is beneficial for maintaining system reliability, for

example, if a critical converter fails and downtime is not permitted.

The idea of reusing a power converter can be extended beyond designing a power conversion

block well and using it multiple times over. Studies have been undertaken to prove the viability

of a class of on-board chargers called integrated chargers, where the goal is to reuse traction

components, such as the inverter/rectifier that drives the motor and the DC/DC converter, if present,

that interfaces with the battery. In reusing these components, a dedicated on-board charging unit

can be obviated, meeting the US DOE targets of Table 1.3 at minimal expense. This becomes

more enticing when considering that traction power electronics ratings are in the range of 60kW
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for plug-in hybrid EVs and over 100kW for battery EVs [13]. In essence, fast charging could be

brought on-board with few or no additional power electronics when using an integrated charging

topology.

Another popular approach to cost reduction and performance enhancement has been to employ

state estimators to remove sensors. Typically focused on the position sensor of an electric machine

[14], which is expensive and seldom has redundancy, state estimation has also been used to remove

sensors for the traction inverter [15], DC/DC converters [16] and three-phase grid interfaces [17].

State estimation will also filter the measured signals and provide better information to the control,

which will enhance overall system performance, leading to a wide range of benefits that are enabled

through software.

1.3 Proposed Study

This dissertation proposes an evolution of the PEBB concept through the design of a highly in-

tegrated power conversion block. Contrary to the PEBB, necessary filtering components–inductors

and capacitors–are included in the design process, which opens up further opportunities for novel

power conversion architectures. A key goal is to realize a single power conversion module that

can be easily paralleled to achieve different converter topologies, with the individual modules and

entire system tied together through software, i.e. estimation and control. Additional paralleled

converters can also provide redundancy should one fail. The ability to use a single power conver-

sion module for many applications within a vehicle will lead to cost reductions through economies

of scale and reduced engineering design effort.

Emphasis in the thesis is placed on the state estimation aspect. Accurate, low noise state

information is necessary to the realization of an effective control, which can be achieved via a state

estimator. For a state estimator to be useful, it must have a high bandwidth, i.e. it can react quickly

to changes, so as to not negatively influence the total bandwidth of the system. Moreover, using a

state estimator, sensors can be removed for cost reduction purposes and failsafe operating modes

can be enabled. State estimation can be applied to numerous problems and is studied for both the
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power module and a three-phase motor drive.

To demonstrate the ability of the power conversion module to be used in multiple applications,

the state estimation is first extensively characterized before demonstrating a basic validation of

the switching cell. Then, three are combined together in parallel to realize a three-phase DC/AC

inverter/rectifier that is used to create a novel bidirectional non-isolated integrated fast charger.

A novel common mode voltage control scheme was developed to permit interfacing with an AC

motor and the AC grid. The integrated charger allows for the on-board charger to be removed by

reusing the traction inverter for both charging the battery and driving the vehicle, leading to an

increase in overall efficiency and a reduction in cost and size of an EV charging unit. The common

mode voltage control significantly reduces motor stresses via bearing currents and voltages, which

will increase electric drive reliability and lifetime through a reduction in bearing failures.

1.4 Thesis Outline

This thesis presents the tools, modelling, estimation and control required to realize the proposed

non-isolated bidirectional integrated fast charger. State estimation is emphasized as it is one of the

key enabling technologies. The thesis is organized as follows.

Chapter 2 outlines state estimation and develops the theory that underpins the work undertaken

in this thesis. Two estimation schemes, the standard Luenberger observer and the high perfor-

mance receding horizon estimator (RHE), are studied. The ability to formulate constrained RHE

as an unconstrained problem is presented, which allows for near-instantaneous and high accuracy

solution of the estimation problem with noise filtering.

Chapter 3 introduces a new modular power electronic system called the autoconverter module

(ACM). The ACM is a highly integrated power electronic converter that integrates power elec-

tronics and their drivers, passive filters and advanced control into a single package. Capable of

reconfigurable operation, it is an evolution of the power electronic building block concept previ-

ously proposed in literature. A prototype ACM is designed and the estimation and control for it

developed, with emphasis on the estimation as it is the key to unlocking high performance control.
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Luenberger observer and receding horizon estimators are implemented and studied in detail, with

the benefits and drawbacks of each outlined before making a final decision on which to use for

realizing the ACM.

In chapter 4, the designed autoconverter module is used to realize a novel three-phase non-

isolated bidirectional integrated fast charger for electric vehicles. The integrated charger places

three ACMs in parallel to achieve three-phase inverter/rectifier functionalities and employs a novel

zero sequence/common mode voltage control to make non-isolated EV charging feasible. The

ACM-based implementation of the integrated charger presents several system-level benefits. First

and foremost, it obviates dedicated on-board charging units, saving significant cost and weight in

an EV in exchange for an LC filter per phase and an additional common mode inductor to ensure

leakage current standard compliance whilst maintaining high efficiency. Secondly, in removing

the high frequency or line frequency transformer, the system’s overall efficiency is heightened fur-

ther, as the isolation transformer is typically lower efficiency than the power electronics. Thirdly,

the motor’s efficiency is increased due to a filtering of the phase currents applied, which reduces

magnetic losses due to eddy currents and high frequency copper losses in the windings. Finally,

reliability is improved through the reduction of bearing currents and voltages through the topology

and common mode voltage control, which can be applied to any three-phase motor and not just an

integrated charger system.

Chapter 5 applies the state estimation tools developed in chapter 2 to the motor drive state

estimation problem. The Luenberger observer is first studied and is found to be able to estimate

the currents of a three-phase permanent magnet synchronous machine, even with a reduced sensor

complement. This result is important since it allows for sensors to be removed from the system

and for a failsafe operating mode to be achieved. The Luenberger observer, however, suffers

from conditions on estimatability that limit its use to only anistropic isotropic permanent magnet

synchronous machines, as well as a convergence time for the estimator. To bypass these issues, the

receding horizon estimator is implemented with a series of simplifications to make the time-varying

problem feasible in real-time. Similar results are achieved in the steady state, with faster transient
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response and a total elimination of estimation constraints seen, making one phase current sensor

estimation applicable to both isotropic and anistropic permanent magnet synchronous machines.

In chapter 6, conclusions are drawn and future work is proposed.
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Chapter 2: State Estimation Theory

Control systems require accurate, low noise state information to achieve best performance.

While measurements are typically used for obtaining the state information, they can present prob-

lems in terms of noise and errors due to measurement nonidealities. State estimation has become

an option with the growth of digital control systems, where sensors can be supplanted by software

that simultaneously rejects measurement noise and enhances control performance. This chapter

develops the underlying state-space modelling and provides the theory behind two types of state

estimators that will be implemented in subsequent chapters. The two estimators studied are the

widely used linear Luenberger observer, which is considered as a benchmark for estimator perfor-

mance, and the high performance receding horizon estimator.

2.1 State-Space Modelling

State-space modelling is a popular technique for describing a system and studying its properties

for both estimation and control. It is comprised of states, which are variables that evolve over time;

inputs, which are variables that drive the system; and outputs, which are variables that are linked

to the states by some relationship and are often measured. The system is described by first-order

differential (continuous-time) or difference (discrete-time) equations.

Power electronic systems are typically modelled first in continuous-time via the governing

differential equations of the system and then converted to discrete-time by some discretization

method, such as the zero-order hold or the first-order Euler approximation of a derivative, for

implementation on a digital signal processor. As such, the state-space models are introduced in

both continuous- and discrete-time for linear and nonlinear systems.
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2.1.1 Nonlinear Representation

Consider a generic nonlinear state-space system in continuous-time

¤G(C) = 5 (G(C), D(C)) + F? (C), (2.1a)

H(C) = 6 (G(C)) + F< (C), (2.1b)

where G ∈ X ⊆ R= is the state vector, D ∈ U ⊆ R< is the input vector, H ∈ Y ⊆ R; is the

measurement vector, F? ∈ W? ⊆ R= is the unknown process noise, and F< ∈ W< ⊆ R= is the

unknown measurement noise. The functions 5 : R= × R< → R= and 6 : R= → R; describe the

plant dynamics and measurement process, respectively.

The nonlinear state-space equations can be described in discrete-time as

G:+1 = 5 (G: , D: ) + F?,: , (2.2a)

H: = 6(G: ) + F<,: , (2.2b)

where G: ∈ X ⊆ R= is the state vector, D: ∈ U ⊆ R< is the control vector, H: ∈ Y ⊆ R; is the

measurement vector, F?,: ∈ W? ⊆ R= is the unknown process noise, and F<,: ∈ W< ⊆ R= is

the unknown measurement noise at time instant C: = :)B, where )B is the sampling period. The

functions 5 : R= × R< → R= and 6 : R= → R; describe the plant dynamics and measurement

process, respectively.

It is assumed that the state-space functions 5 (·, ·) and 6(·) are at least twice differentiable and

that the system realization is minimal: the Jacobian m 5

mG
has full rank =, m 5

mD
has full column rank

< ≤ =, and m6

mG
has full row rank ; ≤ =. The process and measurement noisesW? andW< are

also assumed to be reasonably small in relation to X and Y, respectively, which is a reasonable

assumption for a power electronic system. For example, a voltage sensor reading from an analog-

to-digital converter in a well-designed conversion circuit can be expected to have noise of up to

several Volts when measuring a voltage of several hundred Volts.
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2.1.2 Linear Representation

While the nonlinear representation provides greatest flexibility, it is also difficult to study;

moreover, many systems are either globally or locally linear, such that study of its properties can

be undertaken in linear neighbourhoods. The state-space equations in their standard linear form

with time-varying matrices are written as

¤G(C) = A(C)G(C) + B(C)D(C), (2.3a)

H(C) = C(C)G(C) + D(C)D(C), (2.3b)

where A(C) is the state matrix, B(C) the input matrix, C(C) the output matrix and D the feedthrough

matrix. In most power electronic systems, D(C) = 0. As such, it will be omitted from any analysis.

Converting to discrete-time via some discretization technique and omitting D,

G:+1 = A:G: + B:D: , (2.4a)

H: = C:G: . (2.4b)

The discretization of the system can be achieved in many ways. The most popular is the first-

order Euler approximation of a derivative

3G

3C
≈ G:+1 − G:

)B
(2.5)

where )B is the sampling period of the discrete-time system. Applying this discretization results in

A3 = I + )BA, B3 = )BB and C3 = C. This approach is particularly useful for obtaining closed-

form representations of a system, where the impact of changes in variables, such as the inductance

or capacitance, can be studied most directly. However, in cases where the sampling frequency is

not sufficiently higher than the dynamics of the system, it can lead to issues in the estimation and

control.
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In cases like this, the zero-order hold (ZOH) discretization can be applied. The ZOH represen-

tation of a system, assuming that the state-space matrices are time-invariant (i.e. constant) at the

step under study, is

A: = exp (A2)B) (2.6a)

B: =

(∫ )B

0
exp (A2g) 3g

)
B2 (2.6b)

C: = C2 . (2.6c)

While the ZOH is a more precise representation of the system, it makes it difficult to study

a model and determine a range of parameters that are best, such as for selecting the response of

a control system via the eigenvalues, due to the need for computing matrix exponentials and the

overall lack of intuition afforded by a matrix of numbers as opposed to a parameterized matrix.

2.2 State Estimation

State estimation is an important part of the design of a control system, albeit not strictly nec-

essary for its realization. Estimation is typically used to reject measurement noise and to remove

sensors from a system for cost reduction purposes. Both of these benefits can lead to an enhance-

ment of overall control system performance. There are many types of estimation schemes, though

only two are focused on: the Luenberger observer and the receding horizon estimator.

2.2.1 Luenberger Observer

One of the most popular and easily implemented state estimators is the Luenberger observer.

Proposed and studied in the 1960s by Luenberger [18], it has formed the basis of state estimation

theory and is widely considered to be a benchmark by which researchers quantify newer estimation

approaches. Luenberger observers have also been adapted for parameter estimation purposes [19],

which demonstrates its flexibility.

When studying the Luenberger observer, it is often assumed that the system is linear and either
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time-varying (LTV) or time-invariant (LTI). This makes the estimation a simple matter of solving a

set of linear equations with known state-space matrices. For generality at first, the LTV Luenberger

is studied and then time-invariance is applied to simplify the analysis further.

The LTV Luenberger in continuous-time is written as

¤̂G(C) = Â(C)Ĝ(C) + B̂(C)D(C) + L? (C)4(C) + L8 (C)
∫

4(C)3C (2.7a)

Ĥ(C) = C(C)Ĝ(C), (2.7b)

where L? is the proportional Luenberger gain, L8 the integral Luenberger gain and 4(C) is the error

signal. The error signal is computed as 4(C) = H(C) − Ĥ(C) = C (G(C) − Ĝ(C)) The proportional

gain influences stability, convergence time and noise rejection, whereas the integral gain is used

for correcting modelling error, such as parameter deviation due to temperature, manufacturing

tolerances, magnetic saturation, etc. By adding an integral term, the system can often be converted

from LTV to LTI and the design and analysis of the Luenberger observer greatly simplified.

Applying a discretization method gives the LTV discrete-time Luenberger equations

Ĝ:+1 = Â: Ĝ: + B̂:D: + L?,:4: + L8,:
∫

4: (2.8a)

Ĥ: = C: Ĝ: . (2.8b)

where the integral operator performs a discrete-time integration, which is often achieved by the

backward Euler or trapezoidal methods.

Observability is the property that the states of the system can be reconstructed from the mea-
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sured output. A system is observable if the observability matrix, defined as

O =



C

CA
...

CA=−1


(2.9)

is full column rank [20].

The question of whether to study the system in continuous- or discrete-time is often posed.

The literature has indicated that controllability, the state control analogue to observability and

state estimation, is preserved under discretization [20, 21, 22]. Hence, because of the close link

between controllability and observability, the same should be true for state estimation. Different

conditions for observer stability will be necessary when designing in continuous- or discrete-time:

in continuous-time, the eigenvalues must be in the left-half plane; in discrete-time, the eigenvalues

must be inside the unit circle.

If the system is determined to be observable via the observability matrix, then a Luenberger

observer can be designed and implemented. With the addition of an integrator term, the observer

can be considered as LTI and the time-varying notation dropped, i.e. remove (C) from the state-

space matrices of (2.7) or the subscripts ·: from the state-space matrices of (2.8).

Key to the design of the Luenberger observer is its response and stability. These can be de-

termined by studying the error dynamics and finding the eigenvalues. For simplicity of notation,

the continuous-time LTI Luenberger observer is presented, with the discrete-time LTI expressions

found through similar steps.

Defining the state error as G̃(C) = G(C) − Ĝ(C), the error dynamics of the Luenberger observer

are

¤̃G(C) = ¤G(C) − ¤̂G(C) =
(
A − L?C

)
G̃(C). (2.10)

In the above expression, it is assumed that no parameter mismatch is present (i.e. A = Â),
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which obviates the integral term of the Luenberger observer. For the continuous-time system error

to go to zero, all eigenvalues of
(
A − L?C

)
must be less than zero. The Luenberger gain L? can

be designed to place the system’s poles to obtain a desired response. A tradeoff between observer

response time and noise rejection must be made with L?: a fast response is obtained with a high

value of L? but fails to reject measurement noise by allowing the measurement feedback to act

more aggressively, whereas a small value of L? can reject significant noise but slows the influence

of the feedback loop.

In the case of a nonideal system where parameter mismatch exists, i.e. A ≠ Â, additional

analysis is necessary. This can be deemed the robustness of the estimator and is the observer’s

ability to sustain operation in the presence of modelling discrepancies and noise. The state-space

matrices can be generalized by saying that the "true" values are comprised of estimated and error

values. An example operation involving the A matrix would yield A = Â + Ã, where Ã is the error

between actual system A and the model Â (i.e. Ã = A − Â).

Omitting the integral term for simplicity, the error dynamics with parameter variation are

¤̃G(C) =
(
Â − L?C

)
G̃(C) + ÃG(C) + B̃D(C). (2.11)

The inclusion of the integral component is non-trivial and often not considered. To include

the integral term, the full error dynamics, i.e. both the proportional and integral dynamics, can be

written in block matrix form as


¤̃G

¤̃G8

 =

A − L?C −L8

I 0



G̃

G̃8

 . (2.12)

where G̃8 is the integral error dynamics. To understand the dynamics of the Luenberger observer

with proportional and integral components, the eigenvalues must also be found. One approach is

to treat (2.12) as a block matrix and to apply the Schur complement. Defining a block matrix M
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that represents (2.12) yields

M =


M11 M12

M21 M22


to which the Schur complement can be applied. The eigenvalues can then be found by solving

det (_I −M11) det
(
_I −M22 +M21M−1

11 M12
)
= 0. This expression, clearly, is difficult to handle.

Thus, other approaches to stability analysis can be implemented. One such approach is Weyl’s

inequality, where boundaries on the system’s eigenvalues can be determined through the sum of

Hermitian matrices. The discussion of specific stability criterion is best suited to a defined problem,

with Weyl’s inequality leveraged in chapter 5 for the state estimation of a motor drive with a

Luenberger observer.

2.2.2 Receding Horizon Estimation

Receding horizon estimation (RHE) is a high performance estimation. It is defined by the

Constrained Finite Time Optimal Estimation (CFTOE) problem that uses a quadratic cost function

in its standard form [23]. While it can be written in continuous-time, it is simpler to study when

considered in discrete-time, which is written as

argmin
Ĝ" ,...,Ĝ0

F)G,"P4FG," +
−1∑
9="

F)?, 9Q4F?, 9 +
0∑
9="

F)<, 9R4F<, 9 (2.13a)

subj. to F?, 9 = 5 (Ĝ 9 , D 9 ) − Ĝ 9+1 ∈ W?, (2.13b)

F<, 9 = 6(Ĝ 9 ) − H 9 ∈ W<, (2.13c)

FG," = Ĝ" − G4, (2.13d)

Ĝ 9 ∈ X, (2.13e)

where 9 < 0 indicates the past sampling instants. The positive definite symmetric weighting matri-

ces Q4 ∈ R=×=�0 and R4 ∈ R;×;�0 define the cost function and penalize process noise and measurement

noise, respectively. The arrival cost, which is defined by P4 ∈ R=×=�0 , is a fundamental concept in
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RHE theory that links the properties of the finite time estimators with full information observers

[24]. It serves the purpose of summarizing the past data not explicitly accounted for in the objec-

tive function [25] and is used to guarantee stability, convergence rates and limit the dynamics of

non-observable or low-observable states in the presence of noise [26]. In practice, G4 value is often

approximated with a past estimate [27, 14, 28].

The CFTOE problem (2.13) defines estimation as a nonlinear least-squares problem over the

(past) estimation horizon " ≤ 0 that fits the state estimates Ĝ 9 with the plant dynamics 5 (·, ·) and

output function 6(·) to the past " measurements H 9 while minimizing the process noise F?,: and

measurement noise F<,: . The CFTOE problem (2.13) is solved with respect to the state estimate

sequence Ĝ" , . . . , Ĝ0. RHE submits the last of the optimal estimation values Ĝ★
:

to the controller.

At the next sampling instant, the CFTOE (2.13) is solved again with a one sample receded horizon.

Linearization

Determining observability for nonlinear systems remains substantially more challenging than

for linear systems. An approximate approach to studying nonlinear observabiilty is to interpret

the system as linear time-varying [29] and to examine the time-varying Gramian [20]. Given that

many systems are locally linear, it is useful to present the means by which a linearization can be

achieved and local observability studied.

Suppose that (2.2) can be described in the neighborhood of an operating point

%0,: = {G0,:+1, G0,: , D0,: , H0,: } with the Taylor series, where %0,: is a solution to

G0,:+1 = 5 (G0,: , D0,: ), (2.14a)

H0,: = 6(G0,: ), (2.14b)

and G:+1 = Ḡ:+1 + G0,:+1, G: = Ḡ: + G0,: , D: = D̄: + D0,: , and H: = H̄: + H0,: .
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Expanding (2.2) with the Taylor series yields [20]

Ḡ:+1 + G0,:+1 = 5 (G0,: , D0,: ) + A: Ḡ: + B: D̄: + . . . , (2.15a)

H̄: + H0,: = 6(G0,: ) + C: Ḡ: + . . . , (2.15b)

where A: =
m 5

mG
, B: =

m 5

mD
, and C: =

m6

mG
are time-varying Jacobian matrices evaluated at ?0,: .

Neglecting higher order terms and taking (2.14) into account, (2.15) reduces to (2.4).

RHE Vector Formulation

To study the receding horizon problem, the state-space system (2.2) can be linearized over the

past " samples with the sequence of consistent operating points %0 = {G0,:+" , . . . , G0,: ,

D0,:+" , . . . , D0,:−1, H0,:+" , . . . , H0,: }. This linearization yields the state-space matrices A:+" , . . . ,A:−1,

B:+" , . . . ,B:−1, and C:+" , . . . ,C: . Then, the combined state dynamics can be described by

F: -̄: = 2 5 ,: , i.e.



−I= A:−1

−I= A:−2

· · · · · ·

−I= A:+"





Ḡ:

Ḡ:−1
...

Ḡ:+"


=



−B:−1D̄:−1

−B:−2D̄:−2
...

−B:+" D̄:+"


, (2.16)

with -̄: ∈ R=# , F: ∈ R=(#−1)×=# , and 2 5 ,: ∈ R=(#−1) . This operation rearranges the linearized

state-space model (2.4) as −G: + A:−1G:−1 = −B:−1D:−1 and forms a vector that is carried on to

the end of the horizon −G:+"+1 + A:+"G:+" = −B:+"D:+" .
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The output function can be written similarly with G: -̄: = 26,: , i.e.



C:

C:−1

· · ·

C:+"





Ḡ:

Ḡ:−1
...

Ḡ:+"


=



H̄:

H̄:−1
...

H̄:+"


, (2.17)

with G: ∈ R;#×=# , and 26,: ∈ R;# . Rewriting the full state-space system with H: -̄: = 2: ,

H: ∈ R(=(#−1)+;#)×=# , and 2: ∈ R=(#−1)+;# , and introducing the weighting matrix S, defined as


F:

G:

 -̄: =

2 5 ,:

26,:

 , S =


I|" | ⊗ Q4

I|" |+1 ⊗ R4

 , (2.18)

where ⊗ represents the Kronecker product, the CFTOE problem (2.13) can be written as

argmin
ˆ̄-:

,)
: S,: (2.19a)

s.t.,: = H:
ˆ̄-: − 2: ∈ W, ˆ̄-: ∈ X# , (2.19b)

whereW =W"−1
? ×W"

< .

Receding Horizon Estimation Local Observability

The CFTOE problem (2.19) is said to be locally observable in %0 if and only if the minimizer

-̂★ is unique. The minimizer is unique if and only if the cost function is strictly convex. Since S

is positive definite by assumption, this requirement holds if and only if H has full column rank.
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Writing H in block-reduced Echelon form,



−I= A:−1A:−2 . . .A:+"

−I= A:−2A:−3 . . .A:+"

· · · ...

−I= A:+"

C:A:−1A:−2 . . .A:+"

C:−1A:−2A:−3 . . .A:+"
...

C:+"+1A:+"

C:+"



. (2.20)

Hence, H has full rank if and only if the matrix

O: =



C:+"

C:+"+1A:+"
...

C:−1A:−2A:−3 . . .A:+"

C:A:−1A:−2 . . .A:+"


, (2.21)

has full column rank =, i.e rank (O: ) = =.

It should be noted that the linearization (2.4) is used to derive local observability properties of

the CFTOE problem (2.13) that hold in a sufficiently small neighborhood of the operating point

sequence %0. If the problem is linear, these observability properties are global. In fact, (2.21) is
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equivalent to the observability condition of linear time-invariant systems [20] if " = =, i.e.

O =



C

CA
...

CA=−1


. (2.22)

Receding Horizon Estimation Local Robustness

Local robustness is interpreted in the sense that a finite disturbance , ∈ W results in a finite

estimation error ˜̄- = ˆ̄-★
:
− -̄: , where ˆ̄-★

:
is the solution of the disturbed problem and -̄: is the

solution of the undisturbed problem, i.e. the exact states. Formally, it is required that for any X > 0,

‖, ‖2 ≤ X, there exists an n ≥ 0 such that ‖ ˜̄-★
:
‖2 ≤ n .

It can be seen that the cost function of the CFTOE problem (2.13), i.e. (2.19), minimizes the

process and measurement noise. For simplicity of analysis, the robustness of the unconstrained

problem can be studied.

argmin
ˆ̄-:

� ( ˆ̄-: ) = ,)
: S,: =

(
H:

ˆ̄-: − 2:
))

S
(
H:

ˆ̄-: − 2:
)

(2.23)

is solved by ∇� ( ˆ̄-: ) = H)
:SH:

ˆ̄-: −H)
:S2: = 0. When the system is locally observable, H)

:SH: �

0 and (2.23) has the unique (unconstrained) solution

ˆ̄-★: =
(
H)
:SH:

)−1
H)
:S2: . (2.24)

In contrast, the exact problem is

argmin
-̄:

(
H: -̄: − 2: +,:

)) S
(
H: -̄: − 2: +,:

)
= 0, (2.25)
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with solution -̄: =
(
H)
:SH:

)−1
H)
:S(2: −,: ) that results in the estimation error due to noise

˜̄- = ˆ̄-★: − -̄: =
(
H)
:SH:

)−1
H)
:S,: . (2.26)

It should be noted that the preceding analysis reviews robustness for the unconstrained prob-

lem statement. Similar results can be achieved for the constrained problem, assuming that the

constraints (2.13b) and (2.13c) are affine. In this case, the problem statement is a quadratic pro-

gram with strictly convex cost function, assuming that the estimation problem is locally observable.

Hence, it can be solved by formulating the Lagrange dual problem.

2.2.3 Unconstrained RHE via On-Line Optimization Problem Solution

The unconstrained RHE implementation discussed has strong benefits for estimator design as

it reduces the constrained problem to the multiplication of a matrix with a vector of inputs and

measurements. However, it also brings a significant drawback: if the system is time-varying, then

an on-line matrix inversion is necessary during each control period. For anything above a 2 × 2

matrix, this can be computationally prohibitive for executing in the limited window afforded by

power electronic systems for control system execution, which is normally between 20`s to 100`s.

As such, the unconstrained RHE algorithm as discussed is best for time-invariant systems.

Not every system can be described as time-invariant, however. Electric motors, for example,

have a speed-dependent term in the A matrix that renders it time-varying and, hence, difficult to

make compatible with the discussed RHE implementations. To permit these types of systems to

benefit from higher performance estimation, an adjustment to the way the unconstrained prob-

lem is formulated and solved for is necessary. This can be done by writing RHE as an on-line

unconstrained optimization problem.

To do this, the constraints must be eliminated. The simplest way to do this is to discard the

inequality constraints that enforce limits on the states. This can be done by saturating the optimal

states G∗ that are returned by the optimization algorithm. The second is to substitute the state equa-
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tions into the system directly instead of enforcing them via constraints. In doing these two steps,

the problem can be formulated as unconstrained. The unconstrained problem can then be studied

and its estimatability determined via the Jacobian and Hessian, which result in an observability-

like condition called identifiability [31, 32, 33]. If the horizon is sufficiently short and the problem

small enough, then the optimization algorithm should be able to run fast enough to make on-line

solution feasible.

Unconstrained estimation via optimization has its own advantages and drawbacks. In terms

of advantages, the employment of optimization allows for instantaneous solution of the problem

and eliminates the convergence time associated with a Luenberger observer and can be solved

relatively quickly with simple solvers (e.g. Newton) if the problem is convex. Moreover, since it

relies on taking sufficient consecutive samples to achieve identifiability, if the problem is missing

little information (i.e. one state of three is unknown), then the number of samples required is low.

Correspondingly, as more state information is missing, the number of samples required grows.

The most serious drawback for this approach, however, is if the problem involves estimating

many quantities. In a system with two states, the Hessian will be 2<×2< in size. In a system with

three states, the Hessian is 3< × 3< and is more computationally difficult, where < is the horizon.

For a horizon " = 1, the problem is tractable, in particular for a two state system, since inverting

a 2 × 2 matrix on-line is fairly simple. As the number of states increase and horizon length gets

longer, however, the computational burden can become excessive.

To address this limitation, two additional simplifications can be made that have been seen in

literature: the first is to rely exclusively on measurement information (i.e. Q4 = 0) and the second

is to substitute the state equations of only the state to be estimated Ĝ:+1. This simplification is most

valid when the time between sampling intervals is small, which is typically the case for power

electronic systems. This approach works best for systems with few states to be estimated, as the

Hessian requiring inversion will be = × = in size, where = is the number of states.

An RHE implementation of this type is shown in chapter 5 for state estimation of a motor drive

system.
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2.3 Summary

This chapter introduced the fundamentals of state estimation that will be important in subse-

quent chapters. Key considerations and results for the design and solution of two state estimators

were presented. The Luenberger observer is simple to study and implement, but is generally con-

sidered to be lower performance and has a convergence time associated with it. Receding horizon

estimation is more difficult to study, but the problem can be greatly simplified through several

assumptions that allow for it to be solved off-line as an unconstrained problem with the same

estimatability conditions as the Luenberger observer.
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Chapter 3: Module-Based Power Electronics

The previous chapter introduced the concept of state estimation and provided the framework

behind two popular approaches to the problem. In this chapter, these concepts are leveraged to

enable the concept of modular power electronics, which is an evolution of the power electronic

building block (PEBB). By using high performance state estimation, modular power electronics

can become a reality and many power converter topologies realized with the same fundamental

switching module. This chapter studies in detail a single module, comparing and contrasting the

performance of it with the estimators of chapter 2 with different parameters and configurations

in both DC and AC operation. A conclusion is drawn on which estimator is best for realizing

the modular power electronics vision and becomes the one implemented. A brief demonstration

of a single modular power electronic converter’s operation is exhibited through experiments with

industry standard and higher performance controllers.

3.1 Autoconverter Module

The power module, herein referred to as the autoconverter module (ACM) as it is capable of

changing how it operates on-line through software, is composed of a half-bridge with a filter induc-

tor ! 5 and a filter capacitor � 5 as a part of the package. The ACM includes the filter components,

whereas its predecessor the power electronic building block is typically defined as only the switch-

ing component(s) of a converter and does not include the filter unless the topology explicitly calls

for it [11, 34, 35]. The goal of the ACM is to optimally design a single power conversion block

that can be easily parallelized to not only increase converter power levels by increasing current

handling capabilities but to also form other converter topologies, all supplied by the same DC

bus. In this vision, each ACM has a local high performance controller to regulate the individual
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Figure 3.1: A single autoconverter module.

switching characteristics while a higher-level controller dictates what happens at the system-level

by sending commands relevant to controlling the output current. Alongside the passive LC filter,

the ACM also integrates a controller, gate drivers and hardware protections to realize local control

and protect higher-level operation.

Higher-

Level

Controller

Local

Controller

ACM 1 ACM n

Local

Controller

Local

Controller
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vc*, io vc*, io vc*, iovc*, io
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Figure 3.2: Architecture of an autoconverter module-based system.

To illustrate this concept, a schematic of a single ACM is shown in Figure 3.1 and the higher-

level vision of multiple converters acting in tandem to achieve a converter topology is shown in
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Figure 3.2. A schematic of an arbitrary number of paralleled ACMs is given in Figure 3.3. The idea

of a higher-level controller dictating overall system functionality with local controllers realizing

low-level switching actions has been investigated in the literature [36]. In fact, the rigidity of the

PEBB has been cited as a problem, with the idea of reconfigurable power electronics via networked

control being a suggested solution [12].

To make the ACM more attractive than conventional converters and PEBBs, it should ideally be

small, highly efficient and provide superior performance. How this can be achieved is by leveraging

the state of the art, which includes high performance state estimation, high performance state

control, wide-bandgap semiconductors, high frequency magnetics and novel switching schemes.

These goals affect the design of the converter, which is addressed in section 3.1.2.

VDC

+

-

+

-

ACM 1

ACM 2

ACM n

Figure 3.3: Multiple autoconverter modules in parallel.
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3.1.1 State-Space Modelling

To realize the ACM vision, a single power conversion unit must be studied in detail. The topol-

ogy it employs is reminiscent of a simple buck-boost converter, which allows for easy paralleliza-

tion and combination to realize multiple power converter topologies. The single ACM module,

as shown in Figure 3.1, can be described by the continuous-time equations with a known output

current 8> by

¤8! =
1
! 5
EG −

1
! 5
E2 (3.1a)

¤E2 =
1
� 5

8! −
1
� 5

8>, (3.1b)

where 8! and E2 are the inductor current and capacitor voltage, respectively, and EG is the output

voltage of the module, which is the DC voltage multiplied with the duty cycle, i.e. EG = 3+�� . In

this formulation, 8> would be considered as an exogenous input to the system: known by measure-

ment and imposed upon the ACM by the load. In this case, the state-space matrices are

A2 =


0 − 1

! 5

1
� 5

0

 , B2 =


1
! 5

0

0 − 1
� 5

 ,C2 =


8 0

0 E

 ,
G =

[
8! , E2

])
, D =

[
EG , 8>

])
,

where 8 ∈ {0,1} and E ∈ {0,1}, which are variables that denote whether their respective sensors are

present (1) or absent (0), with 8 indicating the inductor current sensor and E the capacitor voltage

sensor. These variables serve the purpose of allowing study of state estimators for the ACM for

performance enhancement and cost reduction.

For control and estimation purposes, the output current 8> could also be considered as a feed-
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through state of the system and incorporated into the state-space model as

¤8! =
1
! 5
EG −

1
! 5
E2 (3.2a)

¤E2 =
1
� 5

8! −
1
� 5

8> (3.2b)

¤8> = 0, (3.2c)

which allows for the module to take into account the higher-level controller’s commanded output

current whilst simultaneously rejecting measurement noise by estimating it. Incorporating 8> into

the model changes the state-space matrices and results in the system definition

A2 =


0 − 1

! 5
0

1
� 5

0 − 1
� 5

0 0 0


, B2 =



1
! 5

0

0


,C2 =


8 0 0

0 E 0

0 0 >


,

G =

[
8! , E2, 8>

])
, D = EG

where > ∈ {0,1} is the output current sensor absence/presence variable.

The estimation and control are typically implemented on digital signal processors (DSPs) that

operate in discrete time steps defined in code. Thus, while the continuous time model is conducive

for comprehension and study, it must be converted to discrete-time for implementation. Numerous

discretization methods can be applied (e.g. Tustin, zero-order hold); however, a first-order Euler

approximation of a derivative is initially employed so that closed-form expressions can be easily

obtained and studied for estimatability properties. The first-order Euler approximation is

3G

3C
≈ G: − G:−1

)B
(3.3)

which yields the discrete-time matrices A = I + )BA2, B = )BB2, C = C2 with the linear time-
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invariant discrete-time state equations

G:+1 = AG: + BD: (3.4a)

H: = CG: , (3.4b)

where the subscript : denotes the time step. The sampling interval is typically small, often between

10 and 100`s, which makes the first-order approximation reasonable most of the time. Linear time-

invariance is chosen for the ACM’s study as it is assumed that the filter parameters ! 5 and � 5 are

well known due to the highly integrated nature of the converter and that the system’s operation

does not lead to significant parameter deviation, i.e. through magnetic saturation or manufacturing

tolerances.

The first-order Euler discretization of the two state formulation yields the state-space matrices

and vectors

A =


1 − )B

! 5

)B
� 5

1

 , B =


)B
! 5

0

0 − )B
� 5

 , C =


8 0

0 E

 ,
G: =

[
8!,: , E2,:

])
, D: =

[
EG,: , 8>,:

])
.

For the three state formulation, the discretization gives

A =


1 − )B

! 5
0

)B
� 5

1 − )B
� 5

0 0 1


, B =



)B
! 5

0

0


, C =


8 0 0

0 E 0

0 0 >


,

G: =

[
8!,: , E2,: , 8>,:

])
, D: = EG,: .

For systems with fast dynamics relative to the control sampling frequency, the first-order Euler

approximation can be insufficient and lead to implementation difficulties, requiring a more precise
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discretization. This can be achieved using the zero-order hold, with the conversion

A = exp (A2)B) (3.5a)

B =

(∫ )B

0
exp (A2g) 3g

)
B2 (3.5b)

C = C2 . (3.5c)

It is difficult to update the model on-line and to study system properties, such as controllability

and observability, due to the matrix exponential and integration. However, it provides a more pre-

cise discretization and so finds use when designing estimators and controllers. If the parameters

of the system are assumed to be constant, then the zero-order hold discretized state-space matrices

can be pre-computed and stored in controller memory. Controllability and observability properties

are preserved under different discretization methods [20, 21, 22]; hence, using the Euler discretiza-

tion to obtain parameterized closed-form expressions for study and implementing a zero-order hold

will not fundamentally change control system properties.

3.1.2 Module Design

The design of the autoconverter module is a non-trivial task as it seeks to maximize three com-

peting and interlinked metrics: power density (kW/L), deeply linked to converter size; efficiency;

and control performance (response time, overshoot, etc.). Beyond these key metrics, however,

are further important considerations given that the ACM will be utilized to realize multiple con-

verter topologies, which could include electric machines or grid interfaces. When connecting to

the power grid, many standards must be met for voltage and current quality, such as IEEE stan-

dard 1547 [37] and IEEE standard 519 [38]. If these are not met, then the converter would not be

permitted to connect to the grid, severely limiting its applicability and undermining the efforts of

creating a modular power conversion block. Hence, the design must be addressed in detail.

The easiest way to make a converter smaller is to reduce the size of the passive components.

One study found that the volume of passive components scales with the energy stored by the device
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[39]; hence, reducing the value, e.g. the inductance and/or capacitance, will yield benefits in terms

of volume. In terms of obtaining a reduction in the passive component values, there are several

possible approaches beyond espousing good design practices [40] and careful component selection

[41].

One approach is to move to a multi-level topology, as was shown in [42] and which leveraged

the scaling laws of [39], to show a volume reduction of at least 25% when going from a two-level

to a three-level converter through reduced inductance and capacitance requirements. A drawback,

however, is that multi-level converters require additional switching devices and capacitors, which

may not be desirable. Furthermore, more switching devices could lead to a drag on efficiency.

A second approach is to simply increase the switching frequency, which leads to a lower energy

storage requirement by the passive components between switching instants that, in turn, reduces

the inductance and capacitance required for a given ripple level. Increasing the switching frequency

has been shown to reduce system size, though it cannot be increased indefinitely to continue to see

volume reductions [43]. Increasing the switching frequency leads to increased switching losses in

the power semiconductors and, though they can be mitigated by leveraging newer wide-bandgap

devices [44], naïvely driving the switching frequency to high values is not advised.

A third approach is to simply reduce the passive values and accept that the inductor current

ripple and capacitor voltage ripple will be large. An increase in neither of these is ideal, however,

as increased inductor ripple current leads to higher copper and core losses in the inductor and addi-

tional on-state and switching losses in the power transistor and the anti-parallel diode. Moreover,

a stable output voltage is preferred when connecting to certain loads, such as batteries, which is

stabilized by the filter capacitor.

Recent research, however, has presented a novel switching scheme, called critical soft switch-

ing (CSS), that leverages a high inductor current ripple to increase overall converter efficiency by

introducing zero voltage switching, which effectively eliminates the turn-on losses of a MOSFET

and leaves only the turn-off losses [45, 46]. For Silicon Carbide (a wide-bandgap semiconductor

technology that is growing in prominence in the automotive sector [13]), the turn-off losses are
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typically much smaller than the turn-on losses [45], which represents a significant reduction in

total power losses. To maintain minimum current ripple whilst still achieving soft switching, a

variable switching frequency can be introduced.

In spite of increased transistor on-state and inductor losses, this scheme showed two important

points. The first is that an increase in efficiency of the converter could be seen, with a gain of more

than 1% realized when using a lossy commercial off the shelf component. The second is that, with-

out an inductor designed specifically for critical soft switching, the losses would be concentrated

in the inductor and limit efficiency gains; hence, a custom-designed inductor is necessary to obtain

highest efficiency. Critical soft switching shows great potential for achieving a highly power dense

and high efficiency converter and provides a basis for the autoconverter module’s design.

Power Semiconductor

The twin goals of achieving high power density and high efficiency place limitations on the

possible switching devices that can be used. Moreover, a high switching frequency is necessary to

keep the filter components small; which limits further the applicable devices. As a consequence,

wide-bandgap semiconductors are preferable to Silicon ones. It has been shown in many studies

that wide-bandgap semiconductors are superior in terms of losses and other key figures of merit

over their Silicon counterparts [47], which makes it a choice between Gallium Nitride and Silicon

Carbide, the two most promising high voltage options. Given the envisaged flexibility of the au-

toconverter module concept, a high blocking voltage is preferable so as to maximize the number

of applications it is suitable for. Electric vehicles, for example, are trending towards an 800V DC

bus [7]. Considering that the blocking voltage of Gallium Nitride is typically lower than Silicon

Carbide and efficiencies are similar [48], Silicon Carbide devices are chosen. For the design of the

ACM, the latest generation of discrete Silicon Carbide devices with 1200V blocking capabilities

was evaluated and the best power transistor chosen.
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Critical Soft Switching

To reduce the size of the LC filter, the switching frequency should be high and the filter pa-

rameters small, which means that the ripple should be large. However, large ripple introduces

additional core and copper losses in the inductor, as well as on-state losses of the transistors. To

offset these to keep efficiency high, critical soft switching (CSS) can be leveraged. The technique

effectively replaces the high turn-on losses of the high-side switch "1 with the low turn-off losses

of the low-side switch "2 in the ACM by discharging the output capacitance of the transistors [45,

46].

The boundaries of the soft switching regions can be found by considering the deadtime )3 and

the peak and valley inductor currents �!,<0G and �!,<8=. The relationship is shown in Figure 3.4,

with soft switching being achieved in the blue regions as the output capacitance has been fully

discharged (through sufficient time and current) before the transistor turns on. The boundaries for

critical soft switching can be expressed as

1
2 �!,<8=)3 ≤ &<8= ≤ 0 (3.6a)

1
2 �!,<0G)3 ≥ &<0G ≥ 0, (3.6b)

where &<8= and &<0G are the amount of charge stored in the output capacitance that must be

discharged for soft switching. Detailed derivation of these expressions can be found in [45] and

[46].

Because the ACM is meant for both DC/DC and AC/DC conversion, sinusoidal output currents

and voltages must be considered. On the positive half-cycle, the valley of the inductor current

ripple must be sufficiently negative to discharge the high-side switch’s output capacitance. Con-

versely, on the negative half-cycle, the peak of the inductor current ripple must be sufficiently

positive to discharge the low-side switch’s output capacitance. The threshold current �CℎA4Bℎ>;3 that

forms the boundary between soft and hard switching can be found by ascribing values to Figure

3.4 with a given deadtime )3 and inductor current �! for a specific transistor. Then, the minimum

36



Figure 3.4: Critical soft switching operating regions [45, 46].

frequency necessary to achieve critical soft switching can then be calculated by

5BF =
3 (1 − 3)+��

2 ( |�! | + �CℎA4Bℎ>;3) ! 5
, (3.7)

which is derived from the inductor current ripple equation (3.8), where 3 is the duty cycle and 5BF

is the switching frequency.

Because a sinusoidal inductor current leads to changing �!,<0G and �!,<8=, the switching fre-

quency should be adjusted during every control period per (3.7) to minimize the ripple whilst

maintaining soft switching, which is done in [45, 46] and is called variable frequency critical soft
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switching (VFCSS). Calculating the desired switching frequency 5BF from (3.7) ensures that the

current ripple is only as high as it needs to be, which mitigates excess losses that would be incurred

by imposing a fixed switching frequency.

LC Filter Design

Critical to several system-level considerations, the ACM’s filter must be designed appropriately

to ensure: 1) critical soft switching is achieved; 2) the resonance is not excited by the controller

and/or switching frequency and its harmonics; and 3) relevant standards for connecting to systems,

such as the power grid, are met (e.g. IEEE standard 519 [49]). This section goes into detail

regarding the design of the filter for a single ACM, providing the equations by which the filter

inductor and capacitor values can be designed.

The ACM, per Figure 3.1, is a simple buck-boost converter. Key applications considered for

the ACM, such as grid interfaces or motor drives, convert DC to AC, which acts as a step-down

operation. Thus, buck operation is studied for the filter’s design.

The inductor current ripple for a buck converter is given by the equation

Δ8! =
3 (1 − 3)+��

5BF! 5
. (3.8)

In a buck converter, 3 = E2
+��

and the maximum ripple is reached at 3 = 0.5. This point is

important as, for establishing a DC offset across the capacitors for AC operation, the offset should

be 1
2+�� , i.e. 3 = 0.5, to maximize available output voltage. Hence, if a small AC signal is super-

imposed, the converter will be operating in the peak ripple region. To determine the inductance, a

desired ripple level is typically specified.

The employment of critical soft switching complicates this selection, as the peak value of the

expected operating current must be taken into account. To always maintain critical soft switching,

the critical soft switching conditions (3.6) must be met. If the inductor current ripple is insufficient

to meet CSS at peak current, two solutions exist: the first is to accept that the requirements for CSS
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will not always be satisfied under certain conditions, with inductance ! 5 chosen to maximize the

range of expected inductor currents at a fixed switching frequency; the other option is to implement

variable frequency critical soft switching, where the CSS conditions (3.6) and ripple equation (3.8)

are evaluated and the switching frequency updated every control interval to increase and decrease

the inductor ripple as needed. The inclusion of variable switching frequency in the ensures that

maximum efficiency will be achieved at all operating points by minimizing unnecessary losses

driven by the high ripple.

With a known inductance, the filter capacitance can be found by specifying a desired voltage

ripple. Ideally, the voltage ripple ΔE% should be small to make connection to an arbitrary load, e.g.

batteries, more viable. It is calculated as

� 5 =
(1 − 3)

8 5 2
BF! 5ΔE%

. (3.9)

Key to ensuring the stability of the system is ensuring that the resonance of the LC filter,

comprised of ! 5 and� 5 , is not excited. Solving the differential equations (3.1), it can be calculated

as

lA4B,!� =

√
1

! 5� 5

. (3.10)

If additional filtering of the output current is desired or there is inductance in the load being

connected to, the resonance will change. In this case, (3.10) becomes

lA4B,!�! =

√
!> + ! 5
!>! 5� 5

, (3.11)

where !> is the inductance at the output of the ACM. If !> is large, for example when connecting

to an electric machine or the power grid, then lA4B,!�! ≈ lA4B,!� . The ACM will not know the

load, so the most relevant resonance to be considered is (3.11).

With typical monolithic control schemes, e.g. proportional-integral (PI) controllers, the reso-

nance can pose serious problems. The easiest way to bypass the issues the resonance presents is
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to increase the control frequency 5�)'! . If this cannot be done, for example because the control

interval becomes too short to execute the required estimation and control algorithms, then a notch

filter can be added that suppresses it. The notch filter can be described in continuous-time by

B2 + l2
A4B

B2 + lA4B
&
+ l2

A4B

, (3.12)

where B is the complex variable and & is the quality factor of the filter, which can be used to tune

the width of the notch. Once defined in continuous-time, the filter can be converted to discrete-time

for implementation on a digital signal processor.

While the notch filter provides an effective means to defeating resonance, it comes at the ex-

pense of reducing the bandwidth (i.e. the response) of the controller, which is not ideal. High per-

formance controllers, such as model predictive control (MPC) can avoid this issue entirely whilst

simultaneously increasing control bandwidth, which is a strong motivation for their implementa-

tion. However, MPC comes at the expense of increased computational burden and difficulties in

study, design and tuning, whereas PI controllers are simple to design and tune and are industry

standard.

Table 3.1: Prototype autoconverter module parameters.

Parameter Value

Filter capacitance (� 5 ) 12`F
Filter inductance (! 5 ) 45`H
Filter resonant frequency ( 5A4B) 6.85kHz
Control frequency ( 5�)'!) 20kHz
Switching frequency ( 5BF) 20-160kHz

To satisfy the competing conditions of high power density and high efficiency, the parameters of

a prototype ACM can be determined from (3.8) and (3.9) with a suitably high switching frequency

to keep the ripples from becoming excessive. They are provided in Table 3.1 and are used going

forward. In the vision of the ACM, the switching frequency is variable to keep efficiency as

high as possible; in the implementation in this chapter, however, the frequency is held constant
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at 5 BF = 80kHz as soft switching was achieved at this frequency; moreover, focus was placed

on fundamental operation and, most importantly, estimator characterization. In chapter 4, variable

frequency critical soft switching is implemented.

The physical design of the inductor was undertaken by other PhD students in the laboratory as

a part of other projects, with the general design principles being derived from [50]. The inductor

employs litz wire to keep the copper losses low, meaning that higher switching frequencies and

high ripple currents will not pose a problem due to skin and proximity effects [51]. However, litz

wire is expensive, which limits its appeal. PCB implementations are much lower cost as they avoid

the expensive litz wire and are easily manufacturable and repeatable.

As a final note, other researchers have proposed high efficiency inductor designs using copper

foils [52, 53, 54]. However, these have tended to result in bulky components, which runs contrary

to the vision of the highly integrated ACM and makes their employment less attractive for electric

mobility applications. For stationary applications, such as an industrial motor drive or applications

where soft switching is not necessary, this type of inductor could be used.

3.1.3 Control Frequency Selection

For the prototype autoconverter module, the control frequency was chosen to be 5�)'! =

20kHz. This introduces a problem when it comes to the resonant frequency, as 5A4B = 6.85kHz.

The Shannon-Nyquist sampling theorem states that the control frequency must be at least twice the

highest frequency of the signal being sampled. With the chosen 5�)'! and the resulting 5A4B from

the filter design, the control frequency is slightly over three times higher. This control frequency

runs right up against the limit of what is feasible, as estimation and control encounter serious

problems. A PI controller is unstable without the notch filter and the discretization for estimation

cannot be the first-order Euler approximation of a derivative and must instead be the zero-order

hold, the reason for which will be demonstrated in Figure 3.5.

The reason for selecting this frequency is initial concept validation. The vision of the ACM has

a higher-level controller that aggregates information and sends specific operational commands to
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the lower-level local controllers to enact. However, networking multiple controllers is challenging

and requires synchronization through methods such as real-time Ethernet or EtherCAT [55]. For

proof-of-concept of the ACM, multiple estimators and controllers are realized on the same digital

signal processor on a single core. As a consequence, to achieve multi-phase operation, a long

control interval is required.

Operating so close to the limits also provides an opportunity to demonstrate the benefits of

higher-performance estimators and controllers, such as receding horizon estimation (RHE) and,

especially, model predictive control (MPC). In using them, typical operating limitations are de-

feated.

3.2 Autoconverter Module State Estimation

Critical to an effective control scheme is the state information being fed to it, in particular

when using high performance controllers (e.g. model predictive control). Noise on the sensors

can couple into the control and lead to performance degradation. While filtering can be applied to

the signals received from the sensors, not all noise can be removed in this way. A common way

to provide further filtering in software is to use digital filters; however, these can reduce control

bandwidth. An alternative approach is to use state estimators, where the state-space model of the

system is used to estimate the states with feedback from the sensors. In this way, the measured

quantities can correct for modelling error whilst simultaneously attenuating sensor noise.

Different sensor configurations can be implemented. The following discussions will maintain

generality, i.e. keeping all sensors present, and then removing them to understand their impact on

estimatability. The linear Luenberger observer is first studied as its conditions for estimatability

are the same as RHE’s.
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3.2.1 Luenberger Observer

Recalling from chapter 2, the discrete-time linear observer is written as

Ĝ:+1 = ÂĜ: + B̂D: + L?4: (3.13a)

Ĥ: = CĜ: , (3.13b)

where Â and B̂ are the modelled system matrices, which can deviate from the physical system (i.e.

Â ≠ A); 4: is the error, which is the difference between the output of the system and the model,

i.e. 4: = H: − Ĥ: = C (G: − Ĝ: ); and L? is a gain matrix, known as the Luenberger gain. The

circumflex ·̂ denotes an estimated quantity.

Defining the state error as G̃ = G − Ĝ, the observer error can be shown to be

G̃:+1 = G:+1 − Ĝ:+1 =
(
A − L?C

)
G̃: ; (3.14)

hence, for the system error to go to zero with no parameter mismatch (i.e. A = Â), all eigenvalues

of
(
A − L?C

)
must reside in the unit circle. The Luenberger gain L? is used to place the eigenval-

ues and tune the error dynamics. The Luenberger gain matrix is often diagonal in power electronic

applications, i.e. L? = diag
( [
!?,1, !?,2, !?,3

] )
, and is diagonal for the ACM. It is assumed that

!?,1 = !?,2 = !?,3 = !? for simplicity, though each state can have different feedback weightings.

Feedback Gain Selection

Proportional gain selection is an important task that determines both the stability and the re-

sponse of the system. Both can be assessed by calculating the eigenvalues of the error dynamics

of (3.14). It must be noted that the discretization method makes a difference in the stability of

the Luenberger observer, where the first-order Euler approximation and zero-order hold diverge in

conditions necessary for stability.

To provide a closed-form expression for the observer’s stability, the eigenvalues of the three-

43



state implementation are computed as

_1 = 1 − !?> (3.15a)

_2 = 1 −
!?

2
8 −

!?

2
E + 1

2

√
! 5� 5 !

2
? (8 − E)2 − 4)2

B

! 5� 5

(3.15b)

_2 = 1 −
!?

2
8 −

!?

2
E − 1

2

√
! 5� 5 !

2
? (8 − E)2 − 4)2

B

! 5� 5

(3.15c)

Note that (3.15) allows for definition of which sensor(s) is/are employed, as the sensor variables

8, E and > are present. The specific stability and response of each combination can be obtained by

choosing the system configuration (e.g. {8, E, >} = {0, 1, 1}) and examining the resulting eigenval-

ues.

For the zero-order hold discretization, it is difficult to obtain a closed-form expression for

study. Hence, it is best to plot the result graphically. For a discrete-time system to be stable, the

eigenvalues _ must all be inside the unit circle. The valid ranges of !? can be determined by

plotting the root locus of the eigenvalues. For an example system without inductor current sensor,

i.e. {8, E, >} = {0, 1, 1}, the eigenvalues are assessed and plotted for both the Euler and zero-

order hold discretizations with the system parameters given in Table 3.1, with the results shown

in Figure 3.5. The observer is unstable at 5�)'! = 20kHz with the Euler discretization but is

stable with the zero-order hold. Moreover, contrary to intuition, the inductor current and capacitor

voltage feedback gains must be negative to achieve stability, which is a result of the discretization

method chosen. Increasing the control frequency will eventually lead to a stable observer with

Euler discretization.

44



-4 -3 -2 -1 0 1 2 3 4

Real

-4

-3

-2

-1

0

1

2

3

4
Im

a
g
in

a
ry

 L
p
 = +1  L

p
 = -1

 L
p
 = -1L

p
 = +1  

 L
p
 = -1L

p
 = +1  

Unit Circle

1

2

3

(a)

-4 -3 -2 -1 0 1 2 3 4

Real

-4

-3

-2

-1

0

1

2

3

4

Im
a
g
in

a
ry

 L
p
 = +1  L

p
 = -1

 L
p
 = -1L

p
 = +1  

 L
p
 = -1L

p
 = +1  

Unit Circle

1

2

3

(b)

Figure 3.5: Eigenvalues of the Luenberger observer sweeping !? = [−1, +1]. (a) Euler discretiza-
tion. (b) Zero-order hold discretization.

Observability

Observability is a property of a system that its states can be estimated from the measurements,

as outlined in chapter 2. Using the observability matrix

O =



C

CA
...

CA=−1


, (3.16)

the observability of the autoconverter module can be determined. To be observable requires O to

be full column rank. A simple way to check this is to take the determinant if O is square. In the

following analysis, since O is not square and it is difficult to make it square with the three state

formulation (3.2), instead its rank is calculated. Square matrix representations can be more easily

obtained when considering the two state formulation (3.1).

While the observability can be readily determined from the state-space representations of the

ACM, continuous- or discrete-time, it remains beneficial to provide a more formal treatment for its

determination. The three state system is studied as it encompasses the two state model. Because
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three states are present, the observability analysis will study the conditions necessary with three

sensors, two sensors and one sensor.

Theorem 3.1. Let a single autoconverter module as depicted in Figure 3.1 have three sensors, i.e.

{8 = 1, E = 1, > = 1}. The system is always observable.

Proof. Let O (8, E, >) be the observability matrix. Its rank is

rank (O (8 = 1, E = 1, > = 1)) = 3,

which has full column rank and is observable. �

Theorem 3.2. Let a single autoconverter module as depicted in Figure 3.1 have two sensors, i.e.

{8 = 0, E = 1, > = 1}, {8 = 1, E = 0, > = 1} or {8 = 1, E = 1, > = 0}. The system is always

observable.

Proof. Let O (8, E, >) be the observability matrix, which is a square 3 × 3 matrix. Taking the

determinant with the two sensor combinations yields

rank (O (8 = 0, E = 1, > = 1)) = 3,

rank (O (8 = 1, E = 0, > = 1)) = 3,

rank (O (8 = 1, E = 1, > = 0)) = 3.

It is clear that all cases have full column rank and, hence, are observable. �

Theorem 3.3. Let a single autoconverter module as depicted in Figure 3.1 have one sensor, i.e.

{8 = 1, E = 0, > = 0}, {8 = 0, E = 1, > = 0} or {8 = 0, E = 0, > = 1}. The system is observable only

when {8 = 1, E = 0, > = 0}.
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Proof. Let O (8, E, >) be the observability matrix. Taking the determinant with the three sensor

combinations yields

rank (O (8 = 1, E = 0, > = 0)) = 3,

rank (O (8 = 0, E = 1, > = 0)) = 2,

rank (O (8 = 0, E = 0, > = 1)) = 1.

It is clear that the only case where the system is observable is when {8 = 1, E = 0, > = 0}. �

While observability can be explicitly demonstrated for specific multi-phase systems (e.g. three-

phase), it is not necessary to show. Because each phase leg is independent through the topology,

the multi-phase system will be observable when each individual phase leg is observable.

Luenberger Observer Implementation Caveat

There is an important asterisk to be placed beside the Luenberger observer’s operation without

output current sensor. While the observability analysis indicates that the states of the ACM are

observable, the implementation cannot be realized. This can be seen most clearly when looking

at the discrete-time dynamics (3.2). As a feedthrough state, there is no underlying model that can

be used to determine the state; hence, with no feedback mechanism 8>, it is not possible to use the

Luenberger observer. Using a higher performance estimator, such as receding horizon estimation,

can obviate this issue through embedding of the output current sensor’s model in the horizon. In

this way, the output current can be uniquely determined, even without its sensor.

Addendum: ACM with Output Inductance

While not specifically studied nor implemented in this thesis, the ACM can have an output

inductance !> added to it. This changes the modelling slightly and presents an opportunity to go

sensorless within the ACM with a Luenberger observer, with the higher-level controller provid-

ing all sensor information for the estimation. This system is represented in Figure 3.6, with the
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continuous-time differential equations

¤8! =
1
! 5
EG −

1
! 5
E2 (3.17a)

¤E2 =
1
� 5

8! −
1
� 5

8> (3.17b)

¤8> =
1
!>
E2 −

1
!>
E> . (3.17c)

where E> is the voltage at the output of the LCL filter.
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Figure 3.6: A single autoconverter module with integrated output inductance.

It can be readily shown that with {8 = 1, E = 0, > = 0} or {8 = 0, E = 0, > = 1}, all states

associated with the ACM with LCL filter are observable. This result has particular benefit for grid-

tied converters, where LCL filters are typically employed and the voltage at the point of common

connection is measured instead of the capacitor voltage for other necessary control purposes (i.e.

obtaining the grid’s phase via a phase-locked loop). Thus, if the system were to have an output

voltage sensor, then the capacitor voltage sensor could be removed from the ACM.

3.2.2 Receding Horizon Estimation

Receding horizon estimation is a higher performance estimator when compared to the linear

observer, analogous to the relationship between model predictive control and the proportional-
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integral controller.

The definition of the RHE problem is key to its implementation and performance, which was

studied in detail in chapter 2. RHE, both constrained and unconstrained, requires a sequence of

past measured values H and inputs D. In the case of the two state implementation, it factors into the

input vector D; in the three state implementation, it factors into the measurement vector H and state

vector G. As a result, a sequence of output currents 8>,:−1, 8>,:−2, ..., 8>,:+" is required regardless

of implementation, meaning that adding it to the states to be estimated leads to no increase in

complexity and computational burden with the added benefit of providing some noise filtering.

Hence, the three state representation (3.2) is adopted for RHE.

3.2.3 Constrained Receding Horizon Estimation

Recall the receding horizon estimation formulation from chapter 2

argmin
Ĝ" ,...,Ĝ0

F)G,"P4FG," +
−1∑
9="

F)?, 9Q4F?, 9 +
0∑
9="

F)<, 9R4F<, 9 (3.18a)

subj. to F?, 9 = 5 (Ĝ 9 , D 9 ) − Ĝ 9+1 ∈ W?, (3.18b)

F<, 9 = 6(Ĝ 9 ) − H 9 ∈ W<, (3.18c)

FG," = Ĝ" − G4, (3.18d)

Ĝ 9 ∈ X (3.18e)

The estimatability analysis of chapter 2 showed that local observability can be determined

through the observability matrix, which means the analysis of section 3.2.1 holds. The only

additional requirement for observability is that the horizon must be sufficiently long for RHE.

Since three states are being estimated, there are three unknowns, requiring three equations; hence,

" ≤ −3 so as to include one sensor operation.

Constrained RHE is realized by using the model parametric toolbox (MPT) and the YALMIP

toolbox [56] for MATLAB. These tools are used because they bypass the creation of a custom
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solver for a specific problem, which is oftentimes required when implementing constrained solvers

on digital signal processors. By simply defining the model and constraints using state-space nota-

tion, these toolboxes find an off-line solution for a given problem and generate code that returns

the state estimates. This approach has been widely adopted in academic research for initial concept

development for model predictive controllers.

3.2.4 Unconstrained RHE

The unconstrained RHE problem is built using the formulation outlined in chapter 2. Because

the estimatability conditions of the unconstrained problem are the same as observability, the analy-

sis of section 3.2.1 holds and the unconstrained problem is estimatable with the appropriate sensor

combinations. Like constrained RHE, the unconstrained problem must have sufficiently long hori-

zon, i.e. " ≤ −3, in particular when removing sensors.

3.3 Autoconverter Module State Control

The autoconverter module can be controlled in multiple ways, with the focus placed on a tradi-

tional monolithic control scheme using proportional-integral controllers and a higher performance

scheme using model predictive control. Since control is not the emphasis of this thesis, it is only

briefly discussed.

3.3.1 Proportional-Integral Control

The proportional-integral (PI) controller approach requires solving the differential equations

(3.2) to find the transfer functions linking the input to the output. Because 8> is a feedthrough state,

it is not controllable and the output current term 8> can be neglected for the analysis. Because there

are two states in the system, either a single-stage or cascaded controller can be designed.

The single-stage PI controller involves solving the differential equations for the transfer func-

tion � (B) = E2
EG

and choosing appropriate proportional and integral gains to obtain a certain perfor-

mance. The Bode plots of the open-loop system with single-stage controller are shown in Figure
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3.7, where a clear issue with the resonance is present which makes the system unstable without the

notch filter. Adding the notch filter makes the system stable.
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Figure 3.7: Bode plots of a single autoconverter module’s single-stage PI controller with (dashed
lines) and without (solid lines) notch filter when controlling the capacitor voltage.

The cascaded controller is solved in a similar fashion to the single-stage implementation.

Transfer functions �! (B) = 8!
EG

and �2 (B) = E2
8!

are solved for and the open-loop system designed

with two PI controllers, one for the inductor current stage and the other for the capacitor voltage

stage. The Bode plots of the open-loop system with cascaded PI controller are shown in Figure

3.7. Like the single-stage implementation, a clear issue with the resonance is present which makes

the system unstable without the notch filter. Adding the notch filter makes the system stable.

Both control architectures provide fair performance. However, they both leave something to be

desired in terms of bandwidth, which leads to consideration of a higher performance alternative.
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Figure 3.8: Bode plots of a single autoconverter module’s cascaded PI controller with (dashed
lines) and without (solid lines) notch filter when controlling the capacitor voltage.

3.3.2 Model Predictive Control

As previously discussed, PI controllers are simple but have limitations. Response is typically

slower and, in the case of the designed ACM with the selected control frequency, stability is an

issue without a notch filter. The notch filter, however, reduces bandwidth and makes the response

slower.

To overcome the limitations of the PI controller, model predictive control (MPC) can be im-

plemented. Like with constrained RHE, the model parametric toolbox (MPT) and the YALMIP

toolbox [56] for MATLAB are employed. By defining the model and constraints using state-space

notation, these toolboxes find an off-line solution for a given problem and generate code that re-
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turns the necessary control action.

The key advantage of an MPC implementation is that each autoconverter module can be con-

trolled independently from the others. The benefit of such an approach becomes apparent when

dealing with multi-phase AC systems. In these systems, tracking a sinusoid with a proportional-

integral (PI) controller is challenging, with a small lag between reference and command a regu-

lar problem. To avoid tracking time-varying waveforms, coordinate system transformations are

normally introduced that require each phase’s states to be known before the state control can be

enacted. In a module-based system where each module’s states are not immediately known to the

others, this need for shared information becomes challenging. Hence, a per-module control is an

attractive proposition. Model predictive control makes this easy.

MPC is defined by the Constrained Finite Time Optimal Control (CFTOC) problem that uses a

quadratic cost function in its standard form [23]

argmin
D0,...,D#−1
G1,...,G#

4)G,#P24G,# +
#−1∑
9=0

4)G, 9Q24G, 9 +
#−1∑
9=0

4)D, 9R24D, 9 (3.19a)

subj. to 4G, 9 = G 9 − Ḡ 9 , (3.19b)

4D, 9 = D 9 − D̄ 9 , (3.19c)

G 9+1 = 5 (G 9 , D 9 ), (3.19d)

G 9 ∈ X, D 9 ∈ U, (3.19e)

where 9 ∈ Z denotes the relative sampling instant C = (: + 9))B, i.e. 9 = 0 denotes the sampling

instant when the controller is executed and 9 > 0 are predicted sampling instances. The positive

definite symmetric weighting matrices Q2 ∈ R=×=�0 and R ∈ R<×<�0 define the cost function and

penalize state errors and large control actions, respectively. The terminal cost, which is defined by

P2 ∈ R=×=�0 , is a fundamental concept in MPC theory that links the properties of the finite time MPC

with the infinite time LQR [23]. It is used in combination with terminal constraints to guarantee

stability, convergence rates and a match of the predicted open-loop trajectories with the achieved
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closed-loop trajectories. Alternatively, stability guarantees can also be achieved with contraction

constraints for any cost function [57].

The CFTOC problem (3.19) defines a reference tracking problem over the (future) prediction

horizon # ≥ 0, where 4G, 9 and 4D, 9 are the state and control tracking error, respectively, and

Ḡ 9 and D̄ 9 define the desired steady state reference trajectory that the plant should follow. The

state references Ḡ 9 are typically defined by the desired operation of the plant and can be constant

or variable, e.g. sinusoidal [57]. The reference control sequence D̄ 9 is any suitable solution of the

steady state system 5 (Ḡ 9 , D̄ 9 ) = 0. The CFTOC (3.19) is solved with respect to the control sequence

D0, . . . , D#−1 and state sequence G1, . . . , G# , where G0 is the known (measured or estimated) initial

state. MPC applies the first of the optimal control values D★0 to the plant. At the next sampling

instant, the CFTOC (3.19) is solved again with the receded horizon.

For the ACM, G =
[
8! , E2, 8>

])
, which allows for the inductor current, capacitor voltage and

output current to be controlled. In the vision of the modules, the output current 8> is defined and

controlled by the higher-level controller and the local operation of 8! and E2 are enacted locally.

In the DC/DC converter case, the output current is controlled for power transfer and its average

value is the average value of the inductor current, meaning that 8! does not necessarily need to

be controlled directly. Thus, the capacitor voltage is the state under most control. The inductor

current can still be penalized in the cost function as a means to prevent the value from getting too

high for safety’s sake. In the AC case, the output and inductor currents are not necessarily equal

due to phase shifts; however, like in the DC/DC case, the output current will be controlled by the

higher-level controller and the local controller will maintain the LC filter’s operation, which will

focus on driving a capacitor voltage trajectory with the resulting inductor current penalized for

becoming too high.

A drawback of MPC is that it requires a highly accurate model and low noise state information.

A detailed lookup table [58] or integrator [59] to mitigate steady state modelling errors can be

used to address the former; for the latter, state estimators are commonly employed [60]. The ACM

is envisaged as a highly integrated system, which means that the inductor and capacitor will be
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known precisely; thus, a simple MPC implementation can be employed without need for lookup

tables or integrators, which means that emphasis can be placed on the state estimators necessary to

achieve low noise operation.

A model predictive control implementation would be best suited with a receding horizon es-

timator providing state information. An example of the interactions between RHE and MPC is

seen in Figure 3.9, where RHE solves for the state sequence G" , . . . , G0 (optimization variables,

bold) using the known past measurement sequence H" , . . . , H0; and input sequence D" , . . . , D−1;

MPC solves for the input sequence D0, . . . , D#−1 and state sequence G1, . . . , G# (optimization vari-

ables, bold) using the known input reference sequence D̄0, . . . , D̄#−1 and state reference sequence

Ḡ1, . . . , Ḡ# and measured or estimated G0.

Figure 3.9: The RHE and MPC algorithms and how they interact with one another.

3.4 Autoconverter Module Estimator Characterization

To decide on the best estimator to realize the autoconverter module, an experimental study is

undertaken of the estimators previously studied: the Luenberger observer, constrained RHE and

unconstrained RHE. To make this determination, several metrics have been devised that will allow

for a decision to be made on which estimator should be applied to the ACM. Different sensor
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configurations are employed to understand their impacts and to determine whether sensors can be

removed.

Experiments are run with a DC bus voltage of +�� = 300+ . Control can be realized with a

model predictive or PI controller; however, due to the investigatory nature of this characterization,

a less aggressive controller should be employed. Therefore, a cascaded PI controller is designed

and implemented. The capacitor voltage reference in the DC output case is E∗2 =
1
2+�� . In the

AC output case, a sine wave of frequency 5 5 D=3 = 50Hz and amplitude 20V is superimposed on

the reference capacitor voltage, i.e. E∗2 =
1
2+�� + 20 sin (lC). The experimental setup is shown in

Figure 3.10. The load is a resistor bank with total resistance ' = 16.5Ω.

Oscilloscope

DC supply

ACM

Filter
inductor

Controller

Filter 
capacitors 
& sensors

Load
resistors

Figure 3.10: The experimental setup for estimator characterization and ACM validation.

To be able to compare results directly, the constrained and unconstrained receding horizon
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estimators will have the same weighting matrices. Because the solution of the constrained RHE

problem with MPT is a limiting factor, a feasible set of weighting matrices is first determined for

it and then applied to the unconstrained problem.

3.4.1 Estimator Accuracy

Accuracy of the state information being provided to the control is critical to ensuring good

operation. Accuracy is evaluated by providing a constant capacitor voltage reference to the con-

troller (DC/DC operation) with the estimators in the loop by measuring and estimating the states

and taking the difference to obtain G̃ = G − Ĝ. The inductor current sensorless case is implemented

as it is a highly relevant case, as will be discussed in section 3.5. The horizon is kept at " = −3

for these experiments, as the constrained RHE was feasible only at this length. The Luenberger

observer has two gains tested for determining whether a high or low gain is best for achieving an

accurate estimate.

Two sensor inductor current sensorless receding horizon estimation DC operation results are

presented in Figure 3.11. The constrained and unconstrained receding horizon estimators perform

equivalently, with the output current matched exactly. However, exact matching means that the

noise is captured as well, which leads to noisier capacitor voltage and output current estimates.

This is a tuning issue, as the measurement gains R4 required to make the constrained problem

feasible must be greater than unity which amplifies noise.

Two sensor inductor current sensorless Luenberger observer DC operation results are shown

in Figure 3.12. Like the receding horizon estimator, the Luenberger observer accurately tracks the

states. Error between measurements and estimates is primarily composed of noise, with !? = 0.1

seeing better filtering and, as a result, a larger error signal.

An additional point of interest is the divergence between the average values of the inductor

current and the output current. In the DC/DC converter, the average values of these two states are

the same (8!,0E6 = 8>,0E6); hence, any divergence is undesired and is indicative of a sensor offset

or modelling error. In the presented results, the inductor current and output current are not equal
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Figure 3.11: Experimental waveforms of the ACM with constrained and unconstrained RHE with
" = −3, no inductor current sensor and under DC operation. (a) Constrained RHE. (b) Constrained
RHE error signals G̃ = G−Ĝ. (c) Unconstrained RHE. (d) Unconstrained RHE error signals G̃ = G−Ĝ.

to one another and a decision must be made about which is the more trustworthy value. Given

the concept of the ACM where the output current is to be defined by a higher-level controller, the

output current is deemed the value the inductor current must match. By using an estimator, the

sensor offset is compensated for, as can be seen in the figures and also by computing the average

values of the estimated currents.

In sum, with respect to estimator accuracy, the estimated inductor current and estimated output

current are effectively the same. The Luenberger observer performs the same with some additional

58



0 5 10 15 20 25
6

8

10

12

i L
 (

A
)

0 5 10 15 20 25
120

140

160

180

v
c
 (

V
)

0 5 10 15 20 25

Time (ms)

6

8

10

12

i o
 (

A
)

Measurement

Estimate

(a)

0 5 10 15 20 25
-2

0

2

i L
 E

rr
o
r 

(A
)

0 5 10 15 20 25

-5

0

5

v
c
 E

rr
o
r 

(V
)

0 5 10 15 20 25

Time (ms)

-2

0

2

i o
 E

rr
o
r 

(A
)

(b)

0 5 10 15 20 25
6

8

10

12

i L
 (

A
)

0 5 10 15 20 25
120

140

160

180

v
c
 (

V
)

0 5 10 15 20 25

Time (ms)

6

8

10

12

i o
 (

A
)

Measurement

Estimate

(c)

0 5 10 15 20 25
-2

0

2

i L
 E

rr
o
r 

(A
)

0 5 10 15 20 25

-5

0

5

v
c
 E

rr
o
r 

(V
)

0 5 10 15 20 25

Time (ms)

-2

0

2

i o
 E

rr
o
r 

(A
)

(d)

Figure 3.12: Experimental waveforms of the ACM with Luenberger observer, no inductor current
sensor and under DC operation. (a) Measurements and estimates, !? = 0.1. (b) Error signals
G̃ = G − Ĝ, !? = 0.1. (c) Measurements and estimates, !? = 0.5. (d) Error signals G̃ = G − Ĝ,
!? = 0.5.

noise rejection, though the receding horizon estimators can see similar behaviours with optimally

tuned weightings.

3.4.2 Estimator Tracking

Estimator tracking capabilities are demonstrated by providing an AC capacitor voltage ref-

erence to the PI controller and visually assessing whether the AC signal is followed well. The

measurements and estimates are plotted alongside the error signals G̃ = G − Ĝ to aid in determining
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the performance. As with the accuracy assessment, only the two sensor inductor current sensorless

case is considered.

Two sensor inductor current sensorless receding horizon estimation AC operation results are

presented in Figure 3.13. The receding horizon estimators show excellent tracking, with the output

current estimate matching precisely the measured output current. The majority of the inductor

current and capacitor voltage error signals are comprised of noise, though a small sinusoidal error

can be seen. This is because the receding horizon estimator has an intrinsic one sample delay.

0 5 10 15 20 25
6

8

10

12

i L
 (

A
)

0 5 10 15 20 25
120

140

160

180

v
c
 (

V
)

0 5 10 15 20 25

Time (ms)

6

8

10

12

i o
 (

A
)

Measurement

Estimate

(a)

0 5 10 15 20 25
-2

0

2

i L
 E

rr
o
r 

(A
)

0 5 10 15 20 25

-5

0

5
v

c
 E

rr
o
r 

(V
)

0 5 10 15 20 25

Time (ms)

-2

0

2

i o
 E

rr
o
r 

(A
)

(b)

0 5 10 15 20 25
6

8

10

12

i L
 (

A
)

0 5 10 15 20 25
120

140

160

180

v
c
 (

V
)

0 5 10 15 20 25

Time (ms)

6

8

10

12

i o
 (

A
)

Measurement

Estimate

(c)

0 5 10 15 20 25
-2

0

2

i L
 E

rr
o
r 

(A
)

0 5 10 15 20 25

-5

0

5

v
c
 E

rr
o
r 

(V
)

0 5 10 15 20 25

Time (ms)

-2

0

2

i o
 E

rr
o
r 

(A
)

(d)

Figure 3.13: Experimental waveforms of the ACM with constrained and unconstrained RHE with
" = −3, no inductor current sensor and under AC operation. (a) Constrained RHE. (b) Constrained
RHE error signals G̃ = G−Ĝ. (c) Unconstrained RHE. (d) Unconstrained RHE error signals G̃ = G−Ĝ.
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Two sensor inductor current sensorless Luenberger observer AC operation results are shown

in Figure 3.14. The Luenberger observer exhibits superior noise rejection at both assessed gain

values (!? = 0.1 and !? = 0.5) and tracks the output current quite well, but the inductor current

and capacitor voltage see a small phase shift that leads to a larger error signal.
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Figure 3.14: Experimental waveforms of the ACM with Luenberger observer, no inductor current
sensor and under AC operation. (a) Measurements and estimates, !? = 0.1. (b) Error signals
G̃ = G − Ĝ, !? = 0.1. (c) Measurements and estimates, !? = 0.5. (d) Error signals G̃ = G − Ĝ,
!? = 0.5.

The results presented herein showed that the Luenberger observer had difficulties tracking the

AC capacitor voltage. Better tracking was exhibited with !? = 0.5 as opposed to !? = 0.1, which

indicates that a value closer to unity would yield best tracking. However, this comes at the expense
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of noise being injected into the system. The receding horizon estimators were able to track the

waveforms with an intrinsic delay of one sample, which provides excellent tracking capabilities

without compromising significantly on measurement noise.

3.4.3 Estimator Noise Rejection

Some knowledge of the noise rejection of the estimators under study can be gleaned from the

results presented in sections 3.4.1 and 3.4.2. The Luenberger observer offers best filtering with low

!? but suffers from poor tracking, whereas larger values of !? provide better tracking but similar

noise rejection to receding horizon estimation. The receding horizon estimators are capable of

providing filtration as well, though the constrained RHE is not capable of seeing it due to the

weighting matrices required for problem feasibility with the model parametric toolbox.

Given that the results so far have demonstrated equivalency between constrained and uncon-

strained RHE in terms of accuracy and tracking, it can be assumed that the two estimators would

obtain approximately the same RMS noise with the same sensor configuration and weighting ma-

trices. This is shown to be true in Figure 3.15, where the constrained and unconstrained cases have

approximately equal RMS noise. It should be noted that each sensor configuration brings with it a

different combination of gains; hence, the results presented are not meant to demonstrate which ap-

proach is best, but rather, to show that tuning of the unconstrained problem would lead to the same

results for the constrained problem were a feasible explicit solution via the model parametric tool-

box available. The RMS noise is given as a percentage value of the relevant signal. For the inductor

and output currents, these are relative to the average value of the current (8!,0E6 = 8>,0E6 = 9A); for

the capacitor voltage, it is relative to the average value of the capacitor voltage (E2,0E6 = 150V).

A similar plot for the Luenberger observer can be obtained for the three admissible cases: all

three sensors, two sensor inductor current sensorless and two sensor capacitor voltage sensorless.

As was previously discussed, the two sensor output current sensorless and one sensor inductor cur-

rent only approaches are not feasible due to the feedthrough model being utilized–without output

current feedback, the model is unable to estimate the output current, which is a limitation of the
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Figure 3.15: Demonstration of equivalency of estimator RMS noise between constrained and un-
constrained RHE with different sensor configurations.

Luenberger observer when compared to the receding horizon estimator. Figure 3.16 shows the

estimate RMS noise for the three valid sensor configurations with different values of !?. It can

be seen that a higher gain leads to more noise, whereas a lower gain leads to less noise. However,

as was demonstrated in section 3.4.2, low gains lead to unacceptable tracking errors, but large

gains lead to noise in excess of the receding horizon estimator. As !? tends to unity, the estimated

output current’s RMS noise becomes the measured RMS noise, whereas the other estimated states

increase above their measured counterparts.

With equivalency between receding horizon implementations demonstrated, it is possible to
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Figure 3.16: Luenberger observer estimate RMS noise with different values of !? and different
sensor configurations.

find a better combination of weightings through the unconstrained formulation and to determine

the impact the horizon " has on the noise rejection of the estimator. Like with the Luenberger

observer, the measurement weightings should be sub-unity so as to attenuate measurement noise.

A comparison between a well-tuned inductor current sensorless unconstrained receding horizon

estimator with different horizon lengths and the inductor current sensorless Luenberger observer

with different !? is presented in Figure 3.17. It can be seen that the tuned receding horizon

estimator, even at its shortest horizon length, provides approximately the same level of filtering

as the Luenberger observer with much better tracking capabilities. As the Luenberger observer’s
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gain is increased to improve the tracking, its noise exceeds that of the receding horizon estimator.

Hence, for systems that are under DC operation the majority of the time, the Luenberger observer

provides a good option. For anything more dynamic or requiring tracking of a sine wave, the

receding horizon estimator is superior.
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Figure 3.17: Comparison of estimate RMS noise between tuned unconstrained RHE and the Lu-
enberger observer under inductor current sensorless operation. (a) Unconstrained RHE. (b) Luen-
berger observer.

Note that there is a small reduction in RMS noise in the tens of milliAmps and milliVolts range

as the horizon is lengthened. This reduction is not appreciable in practice, though it runs slightly

in contradiction to the literature, where it is suggested that lengthening the horizon can lead to

increases in noise [61]. This small reduction–or, rather, lack of increase–is most likely due to the

extra level of filtering that the notch filter provides to the duty cycles that generate the switching

actions. The inductor current estimate is sensitive to variations in E2 and EG; hence, since E2 sees

strong filtering from the estimator, EG drives fluctuations in 8̂! . Since EG is generated from the PI

controller and notch filter, both of which act like filters, EG will be relatively low noise compared

to a controller without notch filter and, hence, 8̂! will be less noisy.
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3.4.4 Estimator Bandwidth

Bandwidth is an important metric for both estimation and control. The bandwidth dictates how

quickly the estimator will respond to a change in state. In the case of the ACM, it is important to

have a control system that can respond very quickly; hence, since the estimation and control are

cascaded, the estimator must be as fast as or faster than the control to not be a limiting factor. This

is assessed by configuring the estimators to be open-loop (i.e. measurements are used to control

the system), setting the estimated states Ĝ to zero and determining the estimator 10-90% rise time

CA graphically. The practical bandwidth can then be found by calculating �, = 0.35
CA

[62].

This testing result is shown in Figure 3.18. In the case of the constrained and unconstrained

receding horizon estimators, the estimate recovers in the next control period, meaning it takes

)B seconds and is essentially instantaneous. This is because a horizon of past estimates remains

available. For the prototype ACM, )B = 50`s and the bandwidth is �,'�� =
0.35
)B
≈ 6.8kHz. If the

full vector of inputs and measurements 2: were set to zero, then it would take ( |" | + 1) )B seconds

for the estimator to recover in the open-loop.

For the Luenberger observer, the estimator is iterative and has a convergence time that is related

to the Luenberger gain through the eigenvalues of A − L?C, which were plotted in Figure 3.5.

Ringing is present in the recovering inductor current and capacitor voltages due to the imaginary

components of the eigenvalues. Assessing the 10-90% rise time from the output current, as it

does not see ringing and the other states are settled when it has recovered, the practical bandwidth

of the Luenberger observer with !? = 0.1 is found to be �,!?=0.1 = 0.35
1.5ms ≈ 0.23kHz and

with !? = 0.5 it is �,!?=0.5 =
0.35

0.2ms ≈ 1.75kHz. With !? = 1.0, the output current would

recover instantaneously and thus be the same as receding horizon estimation, albeit at the expense

of amplified noise.

Extreme Case: Total Estimator Reset in the Loop

A boundary case of the estimator bandwidth assessment is a total reset of the estimators when

in the loop. In this test case, the estimated states Ĝ and the information stored in 2: , the input-
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Figure 3.18: Comparison of the rise time of the Luenberger observer and constrained and un-
constrained receding horizon estimators with an open-loop estimator reset when all sensors are
present. (a) Constrained RHE. (b) Unconstrained RHE. (c) Lueberger observer, !? = 0.1. (d)
Luenberger observer, !? = 0.5.

measurement vector, are set to zero. The recovery time of the estimators is then determined by

recording how long it takes for the capacitor voltage to return to its set point of E∗2 =
1
2+�� .

The results of this test with all sensors present are presented in Figure 3.19. It can be seen that

the constrained and unconstrained receding horizon estimators recover to steady state operation in

less than 1ms, whereas the Luenberger observer with !? = 0.1 takes about 5ms and the Luenberger

observer with !? = 0.5 takes about 2ms. Therefore, even in this extreme boundary case where the

receding horizon estimator must repopulate the input-measurement vector 2: , it performs better. A

67



longer horizon will lead to a correspondingly longer amount of time to settle again due to the need

to repopulate a larger 2: .
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Figure 3.19: Total estimator reset test of the Luenberger and receding horizon estimators with the
estimator in the loop, " = −3 and all sensors present. (a) Constrained RHE. (b) Unconstrained
RHE. (c) Lueberger observer, !? = 0.1. (d) Luenberger observer, !? = 0.5.

3.4.5 Estimator Execution Time

A final consideration is how long the estimator takes to run. This is a very important metric as

an excellent estimator could be designed with high bandwidth and high noise rejection but could

not be run on an embedded platform due to taking too long to execute. Therefore, a short execution
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time is desired whilst maintaining good performance.

To determine the execution time of the estimators, the number of CPU clock cycles is counted

from the beginning of the estimation algorithm to the end. For RHE, this includes the necessary

shifting of the data in the arrays. The results are shown in Figure 3.20, where the Luenberger

observer provides fastest estimation and the constrained RHE the slowest, with unconstrained RHE

being only marginally slower than the Luenberger observer at the minimum horizon " = −3. The

execution time for the Luenberger observer is a fixed value, changing only when the number of

sensors employed is changed. For constrained RHE, the execution time changes with the code size,

which increases as the horizon increases. At " = −3, the code size is already large, which means

that " < −3 is infeasible and not evaluated; moreover, at 15`s minimum, the execution time is

already untenable. Therefore, constrained RHE was only evaluated at " = −3. For unconstrained

RHE, the execution time will increase by a small amount for every lengthening of " due to the

added data shifting operations and multiplications. The increase in execution time for every added

horizon step is fixed for a given number of sensors.

An additional note to make is the file size. The code generated for constrained RHE varies in

size depending on the exact sensor combination. The smallest file size for " = −3 was 9kB and the

largest was 40kB, ranging from reasonable to unreasonable. Unconstrained RHE, however, can be

kept very small, only requiring the multiplication of a 3 × (|" | + = ( |" | + 1)) off-line computed

matrix with a ( |" | + = ( |" | + 1)) × 1 vector, where = is the number of states being measured.

Clearly, unconstrained RHE has an advantage over constrained RHE. The Luenberger observer is

still more efficient code size wise because it requires few computations and little memory allocation

for constants.

3.4.6 Summary and Decision

From the experiments undertaken, two conclusions can be drawn. The first is that constrained

and unconstrained RHE give approximately the same results, albeit with two key differences: con-

strained RHE is at least 10 times slower than unconstrained and has an unacceptably large memory
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Figure 3.20: Execution times of the Luenberger observer and constrained and unconstrained re-
ceding horizon estimators.

requirement to store the generated code. As a consequence, constrained RHE can be disregarded in

favour of the unconstrained implementation. The second is that the Luenberger observer with low

feedback gain can provide excellent noise filtering at the expense of poor bandwidth and unaccept-

able AC voltage tracking. At higher Luenberger gains, the noise begins to resemble and exceed the

receding horizon estimator’s noise with inferior bandwidth.

Given these observations, the unconstrained receding horizon estimator is deemed superior and

is chosen to proceed with realizing the autoconverter module implementation.

70



3.5 Autoconverter Module Experimental Results

From the previous discussion on estimator characterization, it was shown that the PI controller

performed relatively well. However, it can be seen that the peaks and valleys of the sinusoidal volt-

age do not reach the respective commanded values, with a small voltage error between reference

and measurement/estimate. Moreover, when assessing estimator bandwidth, it was seen that un-

constrained RHE had near instantaneous convergence time, whereas PI controllers are well known

to have limited bandwidth, especially if a notch filter is added. Given the low control bandwidth,

the high estimation bandwidth RHE affords is not utilized. To address all these issues and to realize

better the vision of the ACM, model predictive control, which is well known to increase control

bandwidth, should be leveraged in situations where fast, time-varying signals are being tracked or

where fast dynamics are required.

Like with the estimator characterization, all tests are run with a DC bus voltage of+�� = 300+ .

Three operating conditions are assessed: DC operation, where the capacitor voltage is controlled

to be E∗2 =
1
2+�� ; AC operation, where a sinewave of frequency 5 5 D=3 = 50Hz and amplitude 20V

is superimposed on the reference capacitor voltage, i.e. E∗2 =
1
2+�� + 20 sin (lC); and step changes

in capacitor voltage output, where the capacitor voltage reference changes from E∗2 =
1
2+�� to

E∗2 =
1
2+�� ± 50. To provide a basic understanding of the superiority of the proposed autoconverter

module control system with MPC and RHE, the same tests are benchmarked using a PI controller.

In terms of sensor configurations, while RHE allowed for many different tests cases to be

studied, including only one sensor operation, one particular configuration will be studied. To

meet the vision of the ACM, the output current sensor will be considered as always present (i.e.

> ≡ 1). This assumption has several benefits. Firstly, because the output current is always known,

no information about the load needs to be presented to the ACM: it simply measures current and

uses that to realize its own local operation, which is conducive to the notion of modularized power

electronics. Secondly, a known output current allows the higher-level controller to determine the

necessary control references to the ACM without needing to know the ACM in detail. Thirdly,
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the output current is highly filtered compared to the inductor current, which is significant because

of nonidealities in sampling via analog-to-digital converters (delays, offsets, etc.) that can lead to

control errors, especially when sampling values with a high rate of change,as will be the case with

a high ripple high switching frequency converter. For the preceding reasons and cost reduction

purposes, an inductor current sensorless configuration is chosen (i.e. {8 = 0, E = 1, > = 1}).

3.5.1 Proportional-Integral Control Implementation

To provide a baseline for system performance, the ACM is controlled with the same proportional-

integral controller designed for the estimator characterization of section 3.4 with the measured

states. Three test cases are presented in Figure 3.21: steady state DC operation, steady state AC

operation and a sequence of capacitor voltage steps when in DC operation. The DC operation is

good, which is expected of PI controllers in general. The AC operation, however, presents slight

problems, as the peak and valley values of the sine wave do not reach exactly 170V and 130V,

respectively. Instead, there is a small error of approximately 2V. When undergoing step changes

in capacitor voltage reference, the PI controller implementation is again slow, taking several mil-

liseconds to settle upon the commanded value, which is a result of the low control frequency and

the notch filter.

To demonstrate RHE with the PI controller, the same experiments are undertaken. The results

are presented in Figure 3.22, where it is seen that the estimator controls the system well with

acceptable DC and AC reference tracking, as well as good measurement noise rejection. The error

between measurement and estimate is low, save for when the transient initially occurs, at which

point it corrects quickly. Dynamics are similar to the measurements case and remain slow due to

the low control frequency and notch filter, as shown in Figure 3.23. The settling time of the error

is approximately 0.45ms, corresponding to a practical bandwidth of around 800Hz.

To assess the impact of a longer horizon on the system, the horizon is extended to " = −4 and

the same experiments presented. The results are effectively the same, with steady state DC and AC

operation presented in Figure 3.24 and the capacitor voltae step sequence in Figure 3.25. A small
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Figure 3.21: Experimental waveforms of the ACM with measured states and PI controller. (a) DC
operation. (b) AC operation. (c) Capacitor voltage step sequence.

reduction in RMS noise in the tens of milliAmps and milliVolts range, as was noted in section

3.4.3. This reduction is negligible. The capacitor voltage steps see roughly the same performance

as with horizon " = −3, though the quality is degraded and the settling time of the error is longer.

The degradation is excessive, especially when compared to horizon " = −6, which is indicative

of anomalous estimates/measurements during the steps.

Since " = −4 generated effectively the same results as " = −3, save for the anomalous esti-

mates/measurements when undertaking capacitor voltage steps, the horizon was lengthened further

to " = −6 to ascertain whether a much longer horizon would lead to appreciable differences. The
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Figure 3.22: Experimental waveforms of the ACM with " = −3 unconstrained RHE and PI
controller. (a) DC operation. (b) AC operation.
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Figure 3.23: Capacitor voltage step change of the ACM with " = −3 unconstrained RHE and PI
controller. (a) Waveforms. (b) Error signals G̃ = G − Ĝ.

results are presented in Figure 3.26 and Figure 3.27, where it is seen that there is no major differ-

ence in steady state and dynamic operation. The estimates see a reduction in RMS noise of tens of

milliAmps and milliVolts as compared to " = −4. Thus, lengthening the horizon provides some

benefit, though it is limited in terms of reducing estimate noise. When considering the capacitor

voltage steps, the waveforms see degraded quality as the horizon is increased, which is seen most

clearly with the error signals and how they become larger and more prolonged.
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Figure 3.24: Experimental waveforms of the ACM with " = −4 unconstrained RHE and PI
controller. (a) DC operation. (b) AC operation.
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Figure 3.25: Capacitor voltage step change of the ACM with " = −4 unconstrained RHE and PI
controller. (a) Waveforms. (b) Error signals G̃ = G − Ĝ.

The conclusion to be drawn from these experiments is that the PI controller can handle DC

waveforms quite well, but if something more dynamic is required, an alternative control scheme

should be considered. This is presented in detail in the following section with model predictive

control experimental results. A lengthening of the horizon provides marginal benefit to the RMS

noise of the estimated signals, which is attributed to a combination of the notch filter and the

estimator, though the transient performance sees some degradation. Therefore, a shorter horizon is
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Figure 3.26: Experimental waveforms of the ACM with " = −6 unconstrained RHE and PI
controller. (a) DC operation. (b) AC operation.
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Figure 3.27: Capacitor voltage step change of the ACM with " = −6 unconstrained RHE and PI
controller. (a) Waveforms. (b) Error signals G̃ = G − Ĝ.

preferred.

3.5.2 Model Predictive Control Implementation

To demonstrate a higher performance alternative to the PI controller configuration, a basic

model predictive controller is implemented, which is enabled by the studied receding horizon

estimator. Steady state DC and AC operation, as well as the capacitor voltage step sequence, are
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assessed with " = −3 to " = −6 to determine the horizon length that should be adopted.

Like the PI controller experimental implementation, system performance with MPC is first

validated with the measured states and the same three test cases: steady state DC operation, steady

state AC operation and a sequence of capacitor voltage steps. These results are presented in Figure

3.28. Steady state DC and AC tracking are similar to the PI controller implementation, with the

same 2V offset in capacitor voltage exhibited. The most major difference is in the capacitor voltage

step change sequence, where the capacitor voltage rises and falls more rapidly, which is a strength

of the higher bandwidth controller, with a practical bandwidth around 1kHz exhibited. However,

the inductor current sees some ringing when the step is commanded, which is a limitation of both

the 20kHz control and trying to control the output voltage of an LC filter which has complex

eigenvalues and, hence, is inherently oscillatory. Since the overshoot is short and decays quickly,

this is deemed acceptable.

With baseline performance understood, the designed inductor current sensorless receding hori-

zon estimator is added to the control system. The same three tests are executed, with an additional

plot added that shows the error between measurements and estimates during the sequence. The DC

and AC steady state waveforms are shown in Figure 3.29, with good matching and low noise be-

tween the two. The capacitor voltage step sequence and the error signals are shown in Figure 3.30,

with faster and better waveforms exhibited when compared to the measurement results obtained

in Figure 3.28. The state error G̃ = G − Ĝ is brief in both the capacitor voltage and output current

as the measurement and estimate converge, with some ringing in the inductor current that decays.

The settling time of the error is approximately 0.35ms, corresponding to a practical bandwidth of

1kHz. This value is consistent with the controller bandwidth when using the measurements for

control. In sum, the unconstrained receding horizon estimator with " = −3 gives better system

performance.

With horizon " = −3 demonstrated, it is worthwhile to check if a longer horizon will provide

benefits to the system, such as superior noise rejection or smoother transients. Therefore, the same

tests and plots are generated with horizon " = −4. The steady state DC and AC cases shown in
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Figure 3.28: Experimental waveforms of the ACM with measured states and model predictive
controller. (a) DC operation. (b) AC operation. (c) Capacitor voltage step sequence.

Figure 3.31, it can be seen that the inductor current estimate sees an increase in noise, with little

impact to the capacitor voltage and output current because of the filtering RHE provides. In the

capacitor voltage step sequence, the inductor current overshoot is more aggressive and the error G̃

takes longer to settle than with " = −3, seen in Figure 3.32. Overall, the longer horizon provides

no benefit and, in fact, impairs the estimate and control system. This degraded performance is

consistent with the discussions presented in [61], where the authors indicated that noise will prop-

agate through the system and impair the estimates with longer horizons; however, it is inconsistent

with what was measured with the PI controller implementation. This is attributable to the lack
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Figure 3.29: Experimental waveforms of the ACM with " = −3 unconstrained RHE and model
predictive controller. (a) DC operation. (b) AC operation.
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Figure 3.30: Capacitor voltage step change of the ACM with " = −3 unconstrained RHE and
model predictive controller. (a) Waveforms. (b) Error signals G̃ = G − Ĝ.

of filtration of EG from the model predictive controller that both the PI controller and notch filter

afforded. A noisy state input to MPC will lead to a correspondingly noisy EG , which couples back

into the estimator, which is the tradeoff for a higher bandwidth control system.

To assess if the trend of degraded performance continues beyond " = −4, horizons " = −5

and " = −6 were experimentally assessed, with the results for " = −6 presented in Figure 3.33

and Figure 3.34. The inductor current waveforms relative to " = −3 and " = −4 have degraded
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Figure 3.31: Experimental waveforms of the ACM with " = −4 unconstrained RHE and model
predictive controller. (a) DC operation. (b) AC operation.
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Figure 3.32: Capacitor voltage step change of the ACM with " = −4 unconstrained RHE and
model predictive controller. (a) Waveforms. (b) Error signals G̃ = G − Ĝ.

and become noisier, having propagated measurement noise through the system over the longer

horizon, and the capacitor voltage step sequence sees increased ringing and overshoot in both the

inductor current and capacitor voltage. RMS noise in the DC case is also increased. Therefore, a

minimum horizon is preferred.

The model predictive controller provides a faster response at expense of overshoots and ringing

during transients with similar DC and AC operation and higher RMS noise on the estimated signals.
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Figure 3.33: Experimental waveforms of the ACM with " = −6 unconstrained RHE and model
predictive controller. (a) DC operation. (b) AC operation.
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Figure 3.34: Capacitor voltage step change of the ACM with " = −6 unconstrained RHE and
model predictive controller. (a) Waveforms. (b) Error signals G̃ = G − Ĝ.

In a system where faster dynamics are required, then the MPC implementation of the ACM is

superior. The measured waveforms do not see significant degradation in spite of the increased

noise on the estimates being used for the control. The estimated inductor current sees an increase

in RMS noise of approximately 100mA relative to the PI implementation, which is well within

acceptable bounds, though it grows as the horizon increases.
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3.5.3 Experimental Conclusions

While both control implementations work well, it is clear the model predictive control provides

superior bandwidth given the responses under step changes in commanded capacitor voltage. How-

ever, oscillations are exhibited when using MPC, with their effects being worsened as the horizon

" is made longer. The former is due to the fast dynamics of the LC filter and its resonance being

so close to the control’s Shannon-Nyquist frequency, as previously discussed when designing the

prototype ACM, whereas the latter is a result of the estimator requiring more time to converge due

to the lengthened horizon. The resonance of the LC filter is 6.85kHz and the Shannon-Nyquist

frequency of the control is 10kHz ( 5�)'! = 20kHz). Hence, the control is being pushed to its

limit. This is also why the PI controller requires a notch filter, which enabled stability of the

controller at the expense of slower transients. However, when tracking DC quantities, the PI con-

troller implementation provides equivalent performance to the model predictive controller, which

is important for multi-phase AC systems that can be represented with DC quantities via coordinate

system transformations. Therefore, the ACM with PI controller remains a strong solution for many

applications and is, in fact, highly applicable to industry as the coordinate system transformations

are considered standard for enacting controls. An estimation horizon of " = −3 provides strong

performance with low computational burden and processor memory requirements for both PI and

MPC controllers and is recommended for the ACM.

It should be noted that performance can be improved, for both PI and MPC implementations,

by increasing 5�)'! to higher values, i.e. 50kHz, and through rigorous tuning of the controllers,

as demonstrated in [45] and [46]. Since estimation is the focus of this work, basic controllers were

designed to demonstrate functionality. With respect to the control frequency, since a networked

converter and controller architecture (such as that shown in Figure 3.2) has not yet been realized,

all estimation and control must be executed on a single digital signal processor for initial concept

validation. Thus, the control interval time must be made longer to allow for running multiple

estimators, controllers and all the necessary protections for chapter 4, which led to the selection of

5�)'! = 20kHz.
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3.6 Summary

This chapter introduced the idea of modular power electronics and developed a new power con-

version module, which is an improvement upon the long-studied idea of power electronic building

blocks. To achieve the vision of independently controlled modules that can be pieced together to

form arbitrary power electronic circuits, state estimators have been designed and validated. Esti-

mators are key to cost reduction and performance enhancement, in particular when leveraging high

ripple switching schemes like critical soft switching.

To implement the state estimators, two different approaches were studied: the classical Luen-

berger observer and the receding horizon estimator. Both were shown to be capable of estimating

the states of the autoconverter module with either a full or reduced sensor complement. Measuring

the inductor current is known to be a challenge, in particular for high switching frequency and

high ripple converters, which makes it an ideal candidate for removal, reducing overall system cost

and enhancing performance. The Luenberger observer provides excellent noise rejection and fast

execution time at the expense of tracking and bandwidth, whereas unconstrained receding horizon

estimation provides high bandwidth and some noise rejection with similar execution times with

short horizons " . Constrained and unconstrained RHE have identical performance; however, con-

strained RHE has significant memory requirements and has a long execution time, which makes

unconstrained RHE the superior option.

For realizing of the autoconverter module concept, unconstrained RHE was chosen and an in-

ductor current sensorless scheme implemented. Performance comparisons between proportional-

integral and model predictive controllers were shown. The MPC implementation had a practical

bandwidth of approximately 1kHz and the PI controller a practical bandwidth of 200Hz. Depend-

ing on the application, both control schemes presented are valid and see best performance with a

shorter horizon, with " = −3 suggested. For systems tracking higher frequency sinusoids and re-

quiring the fastest dynamics possible, MPC should be leveraged. For systems where DC quantities

and lower frequency sinusoids are being tracked, the PI controller remains a strong option.
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Chapter 4: Bidirectional Non-Isolated Integrated Fast Charger

The previous chapter focused on developing and validating the state estimation and state control

necessary to realize a modularized system via the autoconverter module. It also demonstrated that

the ACM is capable of both DC and AC operation, with both proportional-integral (PI) and model

predictive controllers being validated. This section leverages the ACM topology to realize a novel

drivetrain topology for an electrified vehicle by creating a bidirectional non-isolated integrated fast

charger. This topology permits universal, i.e. single- and three-phase AC as well as DC, high

power EV charging to be brought on-board the vehicle by adding an LC filter per phase while

existing traction components, which obviates dedicated on-board charging units. Through the

addition of a novel common mode voltage control scheme and a common mode choke to ensure

standard compliance, transformerless charging is enabled, leading to an increase in net charging

system efficiency, a reduction in cost and a simplification of charging infrastructure. Using state

estimators, the total number of sensors added is kept at a minimum. Using variable frequency

critical soft switching, net power electronic converter efficiency is kept high; moreover, the filtered

motor phase currents increase efficiency when driving by reducing iron losses. Another benefit of

the topology is an enhancement in electric drive reliability through a reduction in bearing currents

and shaft voltages, which lead to motor bearing failures. A monolithic control strategy using PI

controllers is used to make the concept more relevant for industry adoption.

4.1 Integrated Chargers

Dedicated charging stations and on-board chargers are the norm when it comes to charging

electric vehicles [8]. However, they have their drawbacks: Charging stations take up significant

space and are expensive, whereas on-board chargers require redundant power electronics that serve
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only one purpose. An integrated charger, which reuses the traction inverter and DC/DC converter

(if present) as the primary charging interface, presents itself as a unique opportunity to bring down

EV charging costs and increase power density, which are goals that the United States Department

of Energy’s EV Everywhere Challenge seeks to accomplish.

Because of the unique benefits integrated chargers present, they have gained the attention of the

research and automotive communities [63, 64, 9], with Renault adopting the so-called "Chameleon

inverter" integrated charger into production vehicles [65]. Integrated chargers operate in traction

mode, where the traction inverter drives the motor, and charging mode, where the traction inverter

is used as the primary battery charging interface. Integrated chargers typically fall into one of two

categories [9]: the first uses electric machines with phase counts greater than three (herein referred

to as multi-phase); the second where additional power electronics are added to the drive, referred to

as add-on interfaces. The majority of integrated chargers, both multi-phase and add-on interfaces,

use the windings of the electric machine to provide substantial inductance for filtering the grid

currents.

Multi-phase integrated chargers propose using electric machines with more than three phases

to realize charging. Due to the use of the traction machine’s windings and the traction inverter,

bidirectional operation is possible, though it is not typically studied. Multi-phase integrated charg-

ers are typically realized using induction machines (IMs) [66, 67, 68] or permanent magnet syn-

chronous machines (PMSMs) [69, 70] with standard winding configurations, though implementa-

tions with switched reluctance machines (SRMs) have also been researched [71]. An alternative

electric machine configuration uses split-phase windings, where the coils are centre tapped for

charging torque cancellation when connected to the grid in charging mode. Split-phase integrated

chargers have been implemented using IMs [72] and PMSMs [73, 74, 75]. Depending on the dis-

tribution of the windings, split-phase machines can also be made isolated [73, 63], which would

permit removal of the bulky and inefficient off-board line frequency isolation transformer. A major

drawback of an integrated charger using the electric machine’s windings is the need for a charg-

ing torque cancellation scheme to prevent the rotor–and, hence, the vehicle–from moving during
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charging with sinusoidal voltages and currents. A review of multi-phase integrated chargers and

their special considerations can be found in [64].

Charging torque is a serious issue with integrated chargers that has led to many studies on how

to defeat it. The most popular solution has been to use multi-phase machines and some form of

control algorithm. Other proposed solutions have been to shift the rotor to a non-torque generating

position for a six-phase PMSM [70], design the windings with a certain displacement to cancel

torque [69], add a clutch to disconnect the motor from the transmission during charging [73] or

to reconfigure the system for traction and charging modes [63, 75, 72]. Non-standard machine

topologies (i.e. multi-phase) or non-standard drivetrain configurations (i.e. an added clutch) are

not ideal, which has led to limited adoption of the technology for integrated charging purposes.

Add-on interfaces cover integrated chargers that require some addition of power electronics to

be realized, typically a rectifier for unidirectional operation or an inverter for bidirectional, as well

as an EMI filter. Regardless of implementation, add-on interfaces convert the AC voltage from the

grid to a DC quantity before using the three-phase inverter as DC/DC converter in charging mode.

The two most popular implementations either require access to the neutral point [76, 77, 65, 78] of

the machine or to one of the phase legs of the inverter [79, 80, 81]. The Chameleon inverter used

in production electric vehicles uses switches to change between traction and charging modes [65].

Another topology uses the inverter as a three-phase buck/boost converter with the motor windings

acting as the inductor and the battery connected to the machine’s neutral in charging mode [82].

Multi-phase and add-on interface topologies each have their own respective benefits and draw-

backs. The major benefits of multi-phase topologies are that they are able to realize bidirectional

charging most easily, can be made isolated by design or application of the machine and require

little to no additional power electronics to realize charging. Drawbacks of the topologies are that

they require electric machines with phase counts greater than three, which is not ideal as three-

phase machines have become the norm for electrified transportation applications [9], that addi-

tional power electronics will still be required regardless due to the need to drive the additional

phases and the need to implement charging torque cancellation algorithms or machine topologies.
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Benefits of add-on interfaces are that three-phase machines are not a problem and neither is charg-

ing torque due to passing DC current through the windings or by bypassing them entirely. The

biggest drawback of an add-on interface is that additional power electronics and EMI filters for

rectification are necessary due to the AC to DC conversion process. For high power charging, the

rectifier and EMI filter could become large, which is not advantageous for being on-board the EV.

A serious drawback for both multi-phase and add-on interface integrated chargers is the pass-

ing of current through the electric machine’s windings, which can reduce efficiency through mag-

netic losses. For add-on interface integrated chargers where DC voltages and currents were passed

through the windings, iron losses accounted for an efficiency drop of 1.3% for a three-phase 1.5kW

charger [81] and 2.4% for a single-phase 3.3kW charger [79]. With AC charging, both the funda-

mental and high frequency injected by the switching of the inverter could lead to a substantial iron

loss [83]. For a three-phase split-phase PMSM, the 2kW integrated charger was approximately

80% efficient. For a six-phase machine, the iron losses were calculated via finite element analysis

to be in the hundreds of Watts under 11kW operation [84], accounting for several percentage points

of loss. Therefore, it is clear that using the windings of the machine for both DC and AC charging

is not desirable, even if they provide filtering and help reduce the number of components required

by leveraging the high inductance.

The difficulties outlined present an opportunity for a breakthrough in integrated charging tech-

nology, which this dissertation proposes.

4.2 Bidirectional Non-Isolated Integrated Fast Charger

The notion of an integrated charger, where the same converter is used for multiple applications,

aligns well with the modular power electronics vision espoused in chapter 3. By placing three

autoconverter modules in parallel, a three-phase inverter/rectifier can be realized that is capable of

universal fast charging, i.e. it can achieve DC and single- and three-phase AC charging, as well as

operating as an AC motor drive. The topology itself is novel as the filter capacitor neutral point is

connected to the DC negative terminal as opposed to being floating and forming a neutral point,
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as is typically the case for grid-tied inverters. For motor drives, the topology is also novel because

of the same filter capacitor connection; moreover, adding a filter to an electric drive, in particular

for electric vehicles, is not common practice. Necessary to the topology is a novel common mode

voltage control to place a DC voltage on the capacitors that the AC voltages can be superimposed

upon to prevent duty cycle saturation.

Two potential configurations are proposed for the charger. The first uses contactors to switch

between traction and charging modes, which the literature has indicated is a reasonable approach.

This configuration is shown in Figure 4.1. The second topology uses the windings of the traction

machine and leverages the charging port to form the neutral point of the motor and is shown in

Figure 4.2 for an example three-phase topology, though a charging torque cancellation scheme is

necessary. Each approach has its own advantages and disadvantages, though the efficiency drop

expected due to the iron losses of the machine and the need for a charging torque cancellation

scheme make Figure 4.2 less appealing. As such, the simpler configuration shown in Figure 4.1 is

chosen to proceed with concept study and implementation. A common mode inductance is used

in both configurations for helping to ensure standard compliance with respect to leakage currents

when removing the isolation transformer, with the majority of leakage current attenuation achieved

through the common mode voltage control.
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Figure 4.1: Proposed integrated charger using contactors to change between traction and charging
modes.

Compared to a typical motor drive, a few additional components are required: three inductor
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current sensors, three capacitor voltage sensors, a common mode inductor, a residual current device

(RCD) and contactors. For a grid-tied three-phase inverter, the filter components are standard

but the contactors and RCD are not. The common mode inductor is necessary to ensure that

leakage currents are below 30mA, which is required for transformerless charging systems per IEC

(IEC 62955:2018 [85], IEC 61851-1:2017 [86]) and IET (IET Wiring Standard BS7671:2017 [87])

standards. These standards also mandate an RCD be present to disconnect the system if the leakage

current is in excess of 30mA for human safety. In line with the modular power electronics vision

and the work carried out in chapter 3, the three inductor current sensors can be removed and the

inductor current estimated instead using receding horizon estimation with only the output current

and capacitor voltage sensors, which reduces added component costs.
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Figure 4.2: Alternative topology using the traction machine’s windings with a charging torque
cancellation scheme. (a) Charging mode. (b) Traction mode.
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4.2.1 Charging Mode

Charging mode entails both single- and three-phase interfacing with the power grid and DC

charging. In this thesis, however, only three-phase operation is studied and validated, as single-

phase operation with the same type of topology and a common mode voltage control has already

been demonstrated in detail [88, 89]. To achieve single-phase charging with the ACM topol-

ogy, two of the three upper contactors would need to close to form a single-phase full-bridge

inverter with the third contactor left open. This topology would be equivalent to the single-phase

transformerless inverters presented in [88, 89]. When charging the battery with a DC input, the

integrated charger acts as a multi-phase DC/DC converter, with buck operation demonstrated in

chapter 3.

Three-phase charging mode involves closing all of the upper contactors to connect with the

three-phase grid. In this condition, the charger resembles a three-phase grid interface with one

key difference: the filter capacitors are connected to the DC negative terminal instead of floating.

In grid interface mode, this is a novelty for three-phase systems, which allows for control of the

common mode voltage. In controlling the common mode voltage, the leakage current can be

attenuated and the transformer can be removed.
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Figure 4.3: Three-phase charging mode equivalent circuit with parasitic couplings.
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4.2.2 Traction Mode

Three-phase traction mode involves closing all of the lower contactors to connect with the

three-phase traction machine, as shown in Figure 4.4. In this condition, the system resembles a

motor drive with an added LC filter; however, the way the filter capacitor is connected is different

from previous research–in motor drives applications where an LC(L) filter is added, the filter ca-

pacitors normally have a floating neutral point. Like in charging mode, this topology is novel and

allows for the common mode voltage to be controlled. The addition of the LC filter to the motor

drive provides two major benefits. The first is that the phase currents are filtered, which will reduce

high frequency magnetic losses in the machine and increase overall drive efficiency. The second

is that the leakage current is reduced, which has implications for the bearing currents and shaft

voltages. In reducing these deleterious effects, the lifetime and reliability of electric drives can be

improved. Specifics regarding bearing currents and shaft voltages will be discussed in section 4.4.
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Figure 4.4: Traction mode equivalent circuit with parasitic couplings.

4.3 Common Mode Modelling

The common mode modelling and control of the system is critical to the proposed bidirec-

tional non-isolated integrated fast charger and the system-level benefits it provides. To permit

transformerless operation, the leakage current 8;:6 must be under a limit imposed by international
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standards. The relevant standards for electric vehicle charging are IEC 62955:2018 [85], IEC

61851-1:2017 [86] and IET Wiring Standard BS7671:2017 [87]. These standards state that, so

long as the leakage current is below 30mA and there is a residual current detector present in the

system, the isolation transformer can be removed. Hence, the common mode modelling is key to

determining how to mitigate the leakage current and necessitates detailed discussion.

The leakage current with a parasitic capacitance �;:6 connecting the DC negative and the AC

neutral is

8;:6 = �;:6
3E�"

3C
, (4.1)

where E�" is the common mode voltage resulting from the switching operations. This voltage

changes rapidly in a switched circuit as a high switching frequency is advantageous for reducing

the size of passive components (inductors and capacitors). It is calculated as

EG,�" =
1
3

(
EG,0 + EG,1 + EG,2

)
, (4.2)

where EG is the voltage at the output of the inverter, switching between EG = {0, ++��} Volts.

Because EG,012 is composed of rectangular waveforms, EG,�" ≠ 0. This rapidly fluctuating, high

magnitude common mode voltage injects leakage currents into the motor and generates bearing

voltages that progressively degrade the mechanical performance until failure occurs. To attenu-

ate the common mode voltage and leakage currents, topologies reducing EG,�" (i.e. multi-level

converters) or providing voltage/current filtering (EMI filters, common mode chokes) are typically

added. When connecting to a battery, the so-called Y capacitance is also added for common mode

filtering.

In a typical inverter, a common mode inductor !�" is used to attenuate the leakage current 8;:6,

though it is not sufficient by itself. In the proposed integrated charger topology, a common mode

inductor is employed to further attenuate the leakage current beyond what is already achieved with

the common mode voltage control to ensure charging mode leakage current standard compliance.

In the proposed topology, E�" ≠ EG,�" , as E�" is controlled.
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To study the common mode system, equivalent common mode circuits of traction mode and

charging mode can be derived from the circuits presented in Figures 4.3 and 4.4. These are shown

in Figure 4.5. In traction mode, the motor’s zero sequence inductance !0 is included, though it is

typically small unless explicitly designed for [90]. A parasitic capacitance �? connects the EV’s

chassis to the DC negative terminal, which is the problematic path. Using an isolation transformer,

there is no closed circuit for the current to flow through and, hence, no leakage current problem,

regardless of �?.
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Figure 4.5: Equivalent common mode circuits of the proposed drive. (a) Charging mode. (b)
Traction mode.

Using the common mode equivalent circuits in Figure 4.5, it can be seen that the common mode
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resembles a DC/DC buck converter; therefore, it is reasonable to believe that the common mode

voltage E�" can be controlled. Indeed, a transfer function ��" =
E2,�"
EG,�"

can be derived, where

E2,�" is the common mode voltage of the capacitor. More details regarding its derivation can be

found in section 4.6.2. In the derivation of the transfer function, it is assumed that the parallel path

involving !�" and 8;:6 is high impedance and, therefore, can be omitted from the modelling. The

parasitic capacitances in each individual mode can be summed together to yield the total leakage

capacitance �;:6, which is what interacts with the common mode voltage to generate the leakage

current 8;:6.

By eliminating significant fluctuations of E�" , leakage currents can be reduced. The common

mode voltage of the proposed integrated charger can be described by

E�",!� = E2,�" + E�� , (4.3)

where E�� is an AC signal superimposed on the capacitor’s common mode voltage. This expres-

sion separates the AC and DC components for analytical purposes: the AC component contains

capacitor voltage ripple, switching ripple and high frequency effects; the DC component is the

controller’s targeted setpoint, i.e. E2,�" = 1
2+�� . Assuming E2,�" is a constant value, the leakage

current of the system becomes

8;:6 = �;:6
3E��

3C
, (4.4)

which will be a small value because both �;:6 and E�� are small, the latter of which is achieved

through good system design and tuning of the control.

4.4 Bearing Currents and Shaft Voltages

Another significant benefit of the topology is that it promises to reduce bearing currents and

shaft voltages, which will enhance overall electric drive reliability. The reliability of power elec-

tronic systems has become an active area of research, with studies on the reliability and solutions

to faults being proposed for many components: electric motor bearings [91], current sensors [92],
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position sensors [93], capacitors [94] and three-phase inverters [95]. At a higher level, the reliabil-

ity of power converters and the components that make them up have been examined [96, 97] and,

higher still, the reliability of an entire electric vehicle motor drive system [98]. Given that bearing

currents and shaft voltages are a leading cause of failure for electric drives [99, 100, 101] and for

an entire electric vehicle itself [98], being able to reduce their impact is an important advance.

4.4.1 Phenomena

Bearing failures, a leading cause of failure for electric drives [98] and the dominant failure

mode of electric machines [100], are caused by the common mode voltage that switched inverters

generate [102]. Accurate modelling of the phenomena is challenging, with many internal parasitic

capacitances which involve motor geometry, thickness of the bearing lubricant and motor speed.

A widely employed modelling tool is the common mode equivalent circuit of an electric ma-

chine, which is shown in Figure 4.6. In it, there are two parallel paths for the leakage current to

flow through: the first is from the stator windings through the frame and the second is from the

stator windings through the rotor to the frame, where the frame is often grounded. The second

path is of most interest because it involves the bearings. The leakage current 8;:6 injected into

the system by the inverter becomes a capacitive current division, with most flowing through the

winding to frame capacitance �F 5 since its impedance is lower [103]. Because of the capacitive

current division, a reduction in the leakage current is indicative of a reduction in bearing currents.

Bearing voltages are a capacitive voltage division of the common mode voltage and can be found

by measuring the shaft of the motor, as the bearing capacitances are in parallel with the rotor to

frame capacitance.

From the equivalent circuit in Figure 4.6, a ratio can be derived that calculates the voltage

across the bearings if the internal parasitic capacitances are known. This ratio is called the bearing

voltage ratio (BVR) and is calculated as

�+' =
�FA

�FA + �1,#�� + �A 5 + �1,��
, (4.5)
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Figure 4.6: Equivalent motor common mode circuit.

where�1,#�� and�1,�� are the non-drive end and drive end parasitic capacitances of the bearings,

respectively,�FA is the stator winding to rotor capacitance and�A 5 is the rotor to frame capacitance.

In a bid to simplify the analysis without loss of accuracy, the literature has indicated the following

reasonable assumptions: 1) �FA ≈ 1
10�A 5 to �FA ≈ 1

20�A 5 ; 2) �1 = �1,#�� + �1,�� , where

�1,#�� ≈ �1,�� ; and 3) �1 ≈ �FA [104]. These assumptions indicate that the BVR is typically

less than 10%,

The bearing voltage ratio can then be multiplied with the common mode voltage E�" to obtain

the bearing voltage

E1 = E�"�+', (4.6)

which means the bearing voltage is much smaller than the common mode voltage at the motor’s

terminals.

The bearing voltage ratio alone does not provide full information about the likelihood of the

discharge events that damage the bearings nor their frequency. Empirically, however, it has been

shown that a higher E1 tends to lead to more discharge events, which is associated with exceeding

the dielectric strength of the bearing’s lubricant, a value typically around 15V/`m [101]. Since the

BVR is fixed for a given machine, the best way to reduce E1 is to reduce E�" .
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Measuring the voltages across the bearings directly is difficult. However, per Figure 4.6, the

rotor to frame capacitance is in parallel with the bearing capacitances. Therefore, the bearing

voltages can be measured by measuring the potential difference between the shaft and frame.

4.4.2 Bearing Current Modelling

With respect to bearing currents, it is difficult to model and measure them precisely. There are

two contributors to the bearing current 81: the first comes from random discharge events, called

electric discharge machining bearing currents, which occur when the dielectric strength of the

bearing lubricant is exceeded, where 81 is large and leads to serious bearing degradation; the other

is 3E1
3C

currents through the bearing path, where 81 is typically smaller, occurs more frequently and

affects the lubricant’s properties primarily [105]. If the capacitances are known, then the bearing

current can be calculated from

81 = �C>C
3E1

3C
. (4.7)

where�C>C = �1,��+�A 5 +�1,#�� . An alternate approximation of bearing currents can be obtained

by considering a capacitive current division between �F 5 and the bearing current path, where the

majority of 8;:6 flows through �F 5 due to its lower impedance [103].

If the filter and control are designed well, then E�� will be small and the bearing voltage will

be E1 = E�",!��+' =
(
E2,�" + E��

)
�+', i.e. a small DC offset and a very small disturbance

due to the switching and control. With the proposed topology, E1 can be kept below the breakdown

voltage of the bearing lubricant and electric discharge machining bearing currents can be avoided,

prolonging drive lifetime. Moreover, since E1 is small and well controlled, its rate of change will

be small, leading to reduced 81 induced by 3E1
3C

.

4.5 Integrated Charger Efficiency Analysis

Key to the adoption of a novel technology such as the proposed non-isolated integrated charger

is an understanding of its efficiency. Even with the benefits it promises, such as high power on-
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board charger at minimal cost and a reduction in motor failures, if the efficiency is not comparable

to or better than a standard motor drive topology or on-board and charging station alternatives, the

topology would not be deemed worth adoption. Therefore, to provide an idea of the efficiency

and an idea where the power losses are centred, an analytical assessment of the efficiency was

undertaken.

4.5.1 Power Conversion Stage Efficiency

Losses within the switching devices that comprise the three-phase inverter and the magnetics

for the filter inductors are the two main sources of power loss in the power conversion stage. The

filter capacitors also see some losses, but they are not significant [41], especially when compared

to the other two components.

Semiconductor Efficiency

Losses within the switching devices are broken into two components: conduction losses and

switching losses. The conduction losses for one phase can be calculated as

%2>=3 = (�2
�� +

(
1

2
√

3
Δ8!

)2
'>= (4.8)

where 1
2
√

3
�!,?? is the RMS value of the peak-to-peak inductor current ripple. Switching loss

calculations can be separated into two equations, one for when the converter is hard switching and

another for when the converter is soft switching:

�BF,ℎ0A3 = �> 5 5 (��� − Δ8!
2 , +�() + �>= (��� +

Δ8!
2 , +�() (4.9)

�BF,B> 5 C = �> 5 5 (��� − Δ8!
2 , +�() + �> 5 5 (��� +

Δ8!
2 , +�() (4.10)

where �BF,ℎ0A3 and �BF,B> 5 C represent the transistor switching loss per phase in Joules per cycle

as functions of ��( for a constant +�(. Multiplying these values by 5BF gives the power loss in

Watts (,), which can be used in the efficiency calculations. The turn on and turn off energies
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(�>= and �> 5 5 as functions of ��( for +�() are values available in the datasheet of the transistor.

Extrapolation for switching energies of values for +�( that are not listed in the FET datasheet is

done through linear interpolation of the provided values, which was shown to be a reasonable ap-

proximation of the switching losses for a well-designed power converter [40, 47]. For the most

accurate assessment of the switching losses, detailed characterization of the transistor on the in-

tended platform is necessary, as parasitic capacitances and inductances resulting from the layout

can lead to deviations in the switching energies [106].

To simplify the analysis, it is assumed that the inductor current ripple is absorbed in full by

the filter capacitor � 5 and the DC-link capacitance ��� . For the output current–also referred to

as the grid current–in particular, this is a reasonable assumption: to meet standards for interfacing

with the grid, minimal disturbance, as specified by the total harmonic distortion, is permitted. For

the battery, low ripple waveforms are preferred when charging, which will be achieved through the

design of the DC-link capacitance. Because current is flowing through the capacitors, it leads to

power losses, which can be expressed as

%20? =

(
1

2
√

3
Δ8!

)2 (
�(' 5 8;C4A + �('��1DB

)
(4.11)

where the loss in each capacitor is the product of its equivalent series resistance (ESR) and the

square of the RMS value of the inductor ripple current. The inductor ripple current is given in

(3.8).

Because the proposed integrated charger interfaces with an AC motor and the AC grid, the

output voltages, currents and power are sinusoidal and the values for 3, ��� , and �!,?? are dynamic.

To account for this, the loss at discrete and evenly spaced points along one cycle of the sine wave

is calculated by sweeping \ from 0 to 2c. Over a full period, the expressions for the output voltage

(which is the capacitor voltage E2 in the topology since no explicit output inductance is employed),

DC current ��� , duty cycle 3 and peak-to-peak inductor current ripple Δ8! as functions of the
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phase \ are

E2 (\) =
+��

2 +
+2,'"(√

2
sin(\) (4.12)

��� (\) =
�>,'"(√

2
sin(\ − q) (4.13)

3 (\) =
E2 (\)
+��

(4.14)

Δ8! (\) =
3 (\) (1−3 (\))+��

! 5 5BF
. (4.15)

These expressions are used in conjunction with (4.8) and (4.9) to calculate the losses over a full

period. The loss at each discrete point is then averaged to obtain the average loss over one cycle of

the sine wave.

Filter Inductor Efficiency

The losses in the magnetics of the LC filter are the other main source of power loss. Very

important to the efficiency in an application is a good estimation of the filter inductor losses as

a function of switching frequency, which contribute to understanding the optimal operating fre-

quency. If the inductor is operated in undesirable regions by pushing the switching frequency too

high or low, then the system’s efficiency would suffer. The inductor losses are primarily com-

posed of core losses and copper losses. The inductor designed for the prototype ACM employed

E42/21/20-3F3 cores from Ferroxcube, which were used to obtain a compact design. Because the

permeability of the chosen material is high, an air gap was introduced to tune the inductance to the

desired value of 45`�.

The core losses of the inductor are derived from the Steinmetz equation

%2>A4 = : 5
0
BF�

1
?: = : 5

0
BF

(
4c#�?:10−2

;6 + (;</`A)

)1
(4.16)

where : , 0 and 1 are coefficients for the core material and are normally obtained from its datasheet;

�?: is the peak flux density; and # �?: , ;6, ;< and `A are the number of turns, the peak current, the
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air gap size, the length of the magnetic path and the core material’s permeability, respectively.

For the copper losses, AC and DC losses are the two main sources. As was discussed in chapter

3, the ACM is meant to operate at a higher switching frequency than is typically seen for power

converters due to the use of critical soft switching. Therefore, to improve the efficiency of the

inductor in high frequency applications, litz wire with gauge equivalent to AWG10 was used for

the windings. Because litz wire is composed of many small, individually insulated strands, the

skin and proximity effects that lead to high frequency losses in solid or thicker stranded wires can

be significantly reduced.

The total copper losses, i.e. of the fundamental and high frequency components of the currents

and the inductor’s windings, can be expressed as

%�D = �
2
5 D=3,'"(' 5 D=3 + �

2
%,",'"('%," (4.17)

where � 5 D=3,'"( and �%,",'"( are the RMS current of the motor/grid fundamental and PWM

carrier (switching) frequency components, respectively, and ' 5 D=3 and '%," are the resistances

at fundamental and PWM frequency.

Power Conversion Stage Summary

Projected power conversion stage efficiency calculations using the outlined equations with out-

put power of 8kW, 835V DC-link voltage, grid line-to-line RMS voltage of 400V!! and utilizing

variable frequency critical soft switching is 98.9%, which matches with the experimental inverter

efficiency results presented in Figure 4.21. Hence, the efficiency modelling is considered to be

accurate.

4.5.2 Motor Efficiency

Motor losses consist of three main components: winding losses %%"(",F8=38=6, core losses

%%"(",2>A4 and mechanical losses %%"(",<42ℎ. Rigorously quantifying motor loss is a complex
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exercise that typically requires finite element analysis for most accurate results [107]. However, it

is possible to measure motor loss components experimentally and disaggregate to obtain individual

motor loss components. More specifically, it is possible to: measure total motor losses %%"(",C>C0; ;

measure the AC winding resistance at fundamental and PWM frequency and quantify the winding

losses %%"(",F8=38=6; and measure the baseline machine losses %%"(",10B4;8=4, i.e. the losses of a

rotating PMSM with inverter off that consist of the mechanical (bearing and windage) losses and

the core losses due to the field generated only by the permanent magnets (without phase currents,

i.e. avoiding additional core losses due to the armature reaction created by the phase currents).

From the above loss components, it is possible to calculate the remaining core losses due solely

to the armature reaction

%%"(",2>A4 = %%"(",C>C0; − %%"(",F8=38=6 − %%"(",10B4;8=4, (4.18)

where %C>C0; is the measured total system loss. The power conversion stage losses are measured

experimentally and split into transistor, inductor and capacitor losses in conjunction with the meth-

ods discussed in section 4.5.1. The PMSM’s baseline loss is measured by disconnecting its inverter

and by speed controlling a coupled machine and measuring the losses due to the mechanical loss

and permanent magnet flux. The PMSM’s winding loss is calculated in conjunction with the mea-

sured frequency dependent winding resistance, where the fundamental component is obtained from

the machine’s datasheet and the high frequency component is measured by an LCR meter. The

PMSM’s core loss is then calculated as the difference between the total measured loss and all other

loss mechanisms present in the converter, per (4.18).

4.5.3 Net Impact

The results of the efficiency analysis are presented in Figure 4.7, which shows the loss break-

down of the integrated charger realized with the ACM when connected to a Marathon Motors

213TPFSA10096 running at 1200RPM and 700V DC-link voltage. Different power conversion
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Figure 4.7: PMSM drive system power loss components for each converter configuration at 5kW
output power.

stage configurations were assessed to show the benefits of the topology: 5BF = 20kHz without an

LC filter, 5BF = 80kHz without an LC filter, 5BF = 80kHz with an LC filter and variable frequency

critical soft switching with a range of 20:�I < 5BF < 160:�I with an LC filter. The 20kHz

switching frequency was chosen for the configuration without the LC filter as it is a common value

for typical motor drives. The 80kHz switching frequency was chosen as a compromise to achieve

critical soft switching under most operating conditions without the need for excessive ripple and

the additional software to a obtain variable switching frequency. The output power of 5kW used

to assess the drive system efficiency was chosen as it represented the upper end of the motor’s

capabilities that could be reasonably achieved.

It can be seen in Figure 4.7 that the proposed integrated charger topology reduces the total drive

system losses when compared to a typical motor drive without an LC filter at a normal switching

frequency of 5BF = 20kHz. When adding the LC filter, in both fixed switching frequency of 80kHz

and the 20-160kHz variable frequency critical soft switching conditions, the motor core losses are

substantially reduced, which negates the losses added by the LC filter. The worst condition is

80kHz switching frequency without LC filter, as every major loss mechanism suffers: increased

switching loss and increased core loss. The net result is that a partially soft switching or variable
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frequency critical soft switching approach provides the best results, with the reduction in core

losses offsetting any increase in losses attributed to the LC filter.

4.6 Monolithic Integrated Charger System

The non-isolated integrated fast charger can be implemented as a monolithic system. In this

case, the three paralleled autoconverter modules are considered to be a single three-phase inverter

unit. Typical three-phase control schemes use coordinate system transformations to make the si-

nusoidal states look like DC quantities, which facilitates implementation with a PI controller. The

monolithic system represents what industry would normally implement.

4.6.1 Monolithic System Model

To simplify development of the model, the ACM subsystem (inverter and LC filter) is first

studied. The differential equations governing the ACM are

¤8!,012 =
1
! 5
EG,012 −

1
! 5
E2,012 (4.19a)

¤E2,012 =
1
� 5

8!,012 −
1
� 5

8>,012 (4.19b)

where EG,012 and E2,012 are the inverter and capacitor three-phase voltages and 8!,012 and 8>,012 are

the three-phase inductor and output currents. These equations are simply three of the ACMs from

chapter 3 put together.

It can be difficult to track sinusoidal values with typical control schemes like proportional-

integral controllers, which was shown in chapter 3. The use of a PI controller is best suited for

tracking a DC/constant value, which can be done by applying coordinate system transformations

via the Clarke and Park transforms. The transforms are applied as G3@0 = P (\) TG012, where the
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variable G represents either voltage or current. The magnitude invariant Clarke transform is

T =
2
3


1 −1

2 −1
2

0
√

3
2 −

√
3

2

1
2

1
2

1
2


. (4.20)

and the Park transform is

P (\) =


cos \ sin \ 0

− sin \ cos \ 0

0 0 1


. (4.21)

Applying the Clarke and Park transforms to (4.19) yields the 3@0 equations of the LC filter

¤8!,3@0 =
1
! 5
EG,3@0 −

1
! 5
E2,3@0 − lJ!�8!,3@0 (4.22a)

¤E2,3@0 =
1
� 5

8!,3@0 −
1
� 5

8>,3@0 − lJ!�E�,3@0 (4.22b)

where l represents the angular velocity of the sinusoidal AC signal and J!� is the cross-coupling

matrix of the LC filter, which is written as

J!� =


0 −1 0

1 0 0

0 0 0


.

Figure 4.8 helps to illustrate what the coordinate system transformations do. The Clarke trans-

form (4.20) takes three-time-varying vectors 012 that are 120◦ separated and converts them to two

orthogonal time-varying vectors UV. The Park transform (4.21) then generates two orthogonal vec-

tors 3@ through multiplication of the rotational matrix P (\) with the UV vectors. The 3@ vectors

rotate at the same rate as the UV vectors, which makes them appear as constant values. The zero

sequence/common mode component is the average value of the 012 vectors and is not included in
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the diagram.

β 

α 

a

b

c
dq

ω 

Figure 4.8: Illustration of the coordinate system transformations from 012 to UV and 3@.

With the LC filter subsystem developed, the traction machine can be added to complete the

integrated charger model. In both traction and charging modes, it can be assumed that the neutral

point is isolated, meaning that the zero sequence component can be ignored. For the proposed

integrated charger, the motor terminal voltages, referred to normally as E3@ in drives literature, are

now E2,3@; likewise, the motor currents, normally referred to as 83@, are now 8>,3@ in the topology.

Changing the notation of the standard PMSM model yields

¤8>,3 =
1
!3

(
E2,3 − 'B8>,3 + l!@8>,@

)
(4.23a)

¤8>,@ =
1
!@

(
E2,@ − 'B8>,@ − l

(
!38>,3 + k

) )
(4.23b)

where !3 and !@ are the 3- and @-axis inductances of the motor, respectively; 'B is the stator

winding resistance; k is the flux of the permanent magnets; and l is the electrical angular velocity

of the rotor, which is linked to the mechanical angular velocity l< by the pole pairs ?? by l =

??l<.
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4.6.2 Monolithic Control

Control is realized in the 3@0 frame. Transfer functions can be derived for the 3- and @-axes

by solving the differential equations (4.22) and (4.23) for the desired input-output relationship.

To simplify the implementation, the inductor currents are not directly controlled and, instead, the

output current is used to generate the reference voltage for the inverter to apply, meaning that

the transfer functions �3 (B) = 8>,3
EG,3

and �@ (B) =
8>,@
EG,@

are solved for. The transfer functions are

obtained by combining (4.22) and (4.23) together. Since the system is considered linear, cross-

coupling terms, i.e. 8>,3 in �@, are used as feedforward terms in the control. Alternatively, they

could be omitted entirely and the integral component of the PI controller could be relied upon, but

this degrades dynamic performance.

Like in the 3@ axes, the 0-axis transfer function can be derived from the differential equations

(4.22). For the control design, the equivalent leakage capacitance �;:6 and the common mode

inductance !�" are omitted. This is because �;:6 is small and, hence, has a high impedance; the

common mode inductance also has a high impedance. Simplifying in this way helps with building

the transfer function that links the capacitor voltage with the inverter input voltage, which is given

by

��" (B) =
E2,�"

8!,�"
× 8!,�"
EG,�"

=
E2,�"

EG,�"
. (4.24)

This transfer function makes clear that the capacitor’s common mode voltage is controllable.

To maximize voltage utilization, E2,�" should be controlled to 1
2+�� .

Care must be taken when designing the control of this system because of the small LC filter

107



parameters and low control frequency, as resonance will be exhibited in all three axes at

lA4B,3 =

√
!>,3 + ! 5
!>,3! 5� 5

(4.25a)

lA4B,@ =

√
!>,@ + ! 5
!>,@! 5� 5

(4.25b)

lA4B,0 =

√
1

! 5� 5

(4.25c)

where !> is the output inductance of the system. In traction mode, the output inductances are

the motor inductances, i.e. !>,3 = !3 and !>,@ = !@; in charging mode, the output inductance

is the intrinsic inductance of the grid, i.e. !>,3 = !>,@ = !6. It should be noted that the 0-axis

resonance is the same as the resonance of the buck DC/DC converter studied in chapter 3, as the

zero sequence/common mode is the DC component of the AC signals.

Again, like in chapter 3, a notch filter is required to make the control stable with a PI controller.

This is because resonant frequency of the LC filter is too close to the control frequency; moreover,

the 3@ inductances of the PMSM and the inductance of the grid are large relative to the filter

inductance, meaning they won’t shift the resonance much. The notch filter can be designed in

continuous-time as
B2 + l2

A4B

B2 + lA4B
&
+ l2

A4B

(4.26)

and implemented in discrete-time as difference equations. The variable & represents the quality

factor of the filter and can be used to tune how wide the notch is. The Bode plots of the system

with and without notch filters are shown in Figure 4.9, with the resonance clearly being attenuated

when applied. The phase and gain margins of each axis with notch filter indicate the proposed

control scheme is stable at 5�)'! = 20kHz, whereas without the notch filter it is not, a result first

observed in chapter 3.

The proposed monolithic control structure is shown in Figure 4.10, where traction and charg-

ing modes share the same fundamental output current and zero sequence voltage control, but differ

in how the reference output currents 8∗
>,3@

are generated. In traction mode, the reference currents
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Figure 4.9: Bode plots of the monolithic control scheme with (dashed lines) and without (solid
lines) notch filter.

can be obtained from some reference generation scheme, e.g. maximum torque per Ampère. In

charging mode, a constant current constant voltage (CC/CV) controller is employed, which de-

mands a 3-axis current reference 8∗
>,3

to deliver active power and, if grid support is necessary, a

reactive power reference 8∗>,@ can be added as well. The CC/CV controller has two states: the first

pushes a constant current until the battery’s state-of-charge (SOC) is near peak; the second applies

a constant voltage that trickle charges to complete the charging cycle [108]. In charging mode, a

phase-locked loop is also needed to acquire the grid’s phase [109, 110, 111].

4.7 Experimental Results

The proposed integrated charger topology is experimentally validated in both traction and

charging modes with the parameters provided in Table 4.1. The prototype integrated charger is
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Figure 4.10: Proposed monolithic integrated charger control block diagram.

designed for EVs with minimum, nominal and maximum battery voltages of 700V, 835V and

900V, respectively. Testing conditions emulate interfacing with the 50Hz European three-phase

grid with line voltage 400V!! . The prototype has rated power of 11kW with RMS phase current

of 16A. The experimental setups are depicted in Figure 4.11, with Figure 4.11a showing traction

mode and Figure 4.11b charging mode.

Table 4.1: Prototype integrated charger system parameters.

Parameter Value

PMSM pole pairs (??) 5
PMSM stator resistance ('B) 0.4Ω
PMSM d-axis inductance (!3) 10.5mH
PMSM q-axis inductance (!@) 12.9mH
Permanent magnet flux (k) 0.3491Wb
Filter inductance (! 5 ) 45`H
Filter capacitance (� 5 ) 12`F
Common mode inductance (!�") 4mH
Minimum DC voltage 700V
Nominal DC voltage 835V
Maximum DC voltage 900V
Rated power 11kW
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Figure 4.11: Experimental setups of the proposed integrated charger. (a) Traction mode. (b)
Charging mode.

4.7.1 Monolithic System

Common Mode Voltage Control

Being able to control the common mode voltage is essential to realizing the bidirectional non-

isolated integrated charger. While the analysis indicates it is possible to do so, it is beneficial to

experimentally validate it and to demonstrate that it does not lead to any deterioration of the output

current. This is shown by transitioning from E2,�" =
+��

2 to E2,�" =
+��

2 ± 50+ , where +�� =

600V, when connected to the three-phase grid simulator. The resulting three-phase waveforms are

presented in Figure 4.12, with the transition between common mode voltage levels presenting no

discernible impact to the output current. The common mode voltage control is deliberately made

slow as rapid changes in the common mode voltage are undesirable from the perspective of leakage

current generation.
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Figure 4.12: Zero sequence voltage control experimental validation with 8>,3 = +20�. (a) E2,�" =

300+ → E2,�" = 350+ . (b) E2,�" = 300+ → E2,�" = 250.

Traction Mode

Traction mode validation is shown through a sequence of torque steps and steady state op-

eration with DC voltage +�� = 700V at both high speed of # = 1000RPM and low speed of

# = 30RPM. The goal is to show that the steps and subsequent steady state operation are similar

to a standard drive, i.e. without LC filter and zero sequence voltage control. To show this, a series

of current steps representative of the system going from no torque to maximum torque in both

112



motor (positive torque) and generator (negative torque) operation are commanded before resting

at the final commanded torque, with the results shown in Figure 4.13. In this experimental setup,

the speed of an induction machine is controlled by an off the shelf variable frequency drive and a

PMSM is used to generate torque. Both the dynamic performance and steady state performance are

not degraded relative to the same testing configuration without LC filter and zero sequence voltage

control [92]. The practical bandwidth of the control is approximately 200Hz, found by calculating

0.35
CA8B4

[62], which is consistent with the 3- and @-axis Bode plots of Figure 4.9.
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Figure 4.13: Traction mode experimental torque validation with 8>,3 = 0A at high (# = 1000RPM)
and low (# ≈ 30RPM) speed. (a) High speed torque step sequence. (b) High speed steady state
torque. (c) Low speed torque step sequence. (d) Low speed steady state torque.

Another operating mode of interest is speed control, emulating how a vehicle responds to the

driver pressing down on the pedal to accelerate. To demonstrate this, speed steps from # =

600RPM to # = 800RPM (acceleration) and # = 1000RPM to # = 800RPM (deceleration),

which are shown in Figure 4.14. The dynamic performance is not degraded relative to the same

drive without LC filter and zero sequence voltage control [112]. Together with the torque control
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results, the proposed integrated charger topology is shown to be feasible in traction mode.
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Figure 4.14: Traction mode experimental speed validation with 8>,3 = 0A. (a) Acceleration (# =

600RPM→ # = 800RPM). (b) Deceleration (# = 1000RPM→ # = 800RPM).

Charging Mode

Three-phase charging mode validation is demonstrated through steady state measurements,

step changes in commanded power and through the measurement of the leakage current.

The first validation demonstrates steady state variable frequency critical soft switching (VFCSS)

operation with 6kW of output power, a DC-link (battery) voltage of 835V and a grid voltage of

400V!! . The steady state inductor current, grid voltage, battery current and battery voltage wave-

forms are shown in Figure 4.15, where it can be seen that the peak inductor current is always

greater than zero and the valley inductor current is always less than zero, which means that critical

soft switching is maintained over a full line cycle. The relationship between the variable switch-

ing frequency and the measured inductor current is shown in Figure 4.16, where the switching

114



frequency varies from 50-160kHz over the line cycle. The full frequency range implemented for

VFCSS is 20-160kHz is not utilized as the output current is not high enough to require it at output

power of 6kW.

(a)

(b)

Figure 4.15: Steady state waveforms of the inductor current, grid voltage, battery current and
battery voltage at output power % = 6kW in charging mode. (a) Wide view. (b) Zoomed in.

The steady state waveforms of Figure 4.15 showed no grid currents so as to demonstrate that

variable frequency critical soft switching was functioning as desired for all three phases. Further-

more, the integrated charger was not operating at rated power nor was it showing its grid support

capabilities through reactive providing reactive power. Thus, to show the three-phase grid currents,
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Figure 4.16: The switching frequency is adjusted to force soft switching based on the measured
(average-sampled) inductor current.

rated power operation and reactive power control, the integrated charger was run at rated power

of 11kW (83 = +22A) with approximately -5kVAR of reactive power (8@ = +10�). The resulting

three-phase grid currents, three-phase capacitor voltages, the battery current and battery voltage

are shown in Figure 4.17, with good quality demonstrated.

Figure 4.17: Steady state waveforms of the grid current, grid voltage, battery current and battery
voltage at maximum power % = 11kW with reactive power & = −5kVAR (83 = +22A, 8@ = +10A).

To show that the control is capable of responding rapidly to demanded changes, a 5kW active

power step is performed by changing 83 = +2A to 83 = +12A, which is shown in Figure 4.18. The

change is effected quickly with minimal disturbance to overall operation of the system, indicating

that sudden changes in vehicle charging/discharging demands can be met.
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(a)

(b)

Figure 4.18: Active power step from 83 = +2A to 83 = +12A (% = 0.98kW to % = 5.85kW)
showing inductor current, grid voltage, grid current and battery voltage waveforms. (a) Wide view.
(b) Zoomed in.

One of the most important functionalities for a bidirectional (i.e. smart) charger is the ability to

provide both active and reactive power to support the grid when necessary. Examples from IEEE

standard 1547 for grid functionality include grid voltage-reactive power mode and frequency-active

power mode to support the grid if the voltage/frequency are outside of normal operational limits. In

Figure 4.17, it was shown that 8@ could be commanded to provide reactive power. To demonstrate

reactive power control capabilities, several different reactive powers are commanded directly, i.e.
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by setting a reactive power reference &∗ and not by choosing a @-axis current reference 8∗@ that

generates the desired reactive power. The results were stored in DSP memory and plotted, yielding

Figure 4.19. Regulation is stable with low ripple, demonstrating that full grid support and smart

charging is possible.

Figure 4.19: Reactive power commands from 2kVAR to 10kVAR with a step size of 2kVAR cap-
tured over a 30ms window.

Lastly, the proposed integrated charger is intended to operate without an isolation transformer.

This requires the leakage current to be below the 30mA threshold laid out by standards. To demon-

strate the attenuation of the leakage current through the proposed topology, the leakage current is

measured and shown in Figure 4.20. The RMS leakage current is 22mA, which is comparable to a

single-phase non-isolated photovoltaic inverter operating at lower AC and DC voltages [89]. The

measured leakage current satisfies the 30mA limit, thereby permitting transformerless operation.

The common mode voltage is well controlled, albeit with spikes during switching transients. These

can be reduced by slowing the switching transients, but this would come at the expense of system

efficiency. Given that the leakage current is already compliant, there is little benefit in slowing the

switching transients.
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(a)

(b)

Figure 4.20: Grid current, leakage current, grid voltage, battery current and battery voltage of the
integrated charger in charging mode. (a) Wide view. (b) Zoomed in.

4.7.2 System Efficiency

The efficiency of the proposed integrated charger under different load and line conditions was

measured to demonstrate the viability of the topology. Results are shown in Figure 4.21, where

the nominal DC voltage of 835V was applied with ±10% variation in the nominal AC line-to-

line voltage of 400V. Peak efficiency was measured to be 99.4% around 4kW of output power

and minimum efficiency at rated power is 98.4%. Other results in the literature are in the range
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of 93-95% for add-on interface integrated chargers with 400V batteries that operate between 1-

3.3kW [79, 80, 81], 90-95% for 6.6kW integrated chargers with six-phase machines [84] and 80%

for a split-phase three-phase PMSM operating at 2kW [63]. Non-integrated on-board chargers,

i.e. on-board units dedicated solely to charging, have been shown to be up to 97% efficient at

22kW, though they require substantial numbers of components, and commercially available on-

board chargers are up to 95% efficient [9]. Therefore, the proposed topology performs very well

while providing net efficiency and reliability benefits in traction mode, shown in Figure 4.22, and

removing the need for an isolation transformer in charging mode. The impact of the isolation

transformer on a charger’s efficiency is not often discussed in the literature, instead focusing on

the power conversion stage alone, which makes discussing the impacts of its removal difficult.

However, for a three-phase 30kVA transformer line frequency transformer, the efficiency range the

United States Department of Energy targets is 97-98% [113]. Therefore, removing the transformer

leads to a significant gain in overall system efficiency.

The filtering of the currents and voltages applied to the traction machine will lead to an increase

in efficiency. This is demonstrated experimentally by measuring the output mechanical power

of the system %< = )!l< and dividing it by the input power to the system %8= = +�� ��� at

# = 1200RPM in four cases: 20kHz switching with no LC filter, which represents a standard

traction drive; 80kHz with no LC filter, which is a standard drive topology at a higher switching

frequency; 80kHz with the proposed topology, which does not always achieve soft switching; and

the variable frequency critical soft switching implementation of the proposed topology that always

achieves soft switching. The results of the efficiency measurements are presented in Figure 4.22,

where it can be seen that the VFCSS drive has the highest efficiency and is 0.6% more efficient at

all evaluated 8@ levels than the 20kHz standard drive without LC filter. The partially soft switching

implementation is also more efficient at all values of 8@, demonstrating the benefit the integrated

charger’s phase current filtering provides. The PMSM’s peak efficiency is 93%, per its datasheet.
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Figure 4.21: Measured efficiency of the variable frequency critical soft switching integrated
charger in charging mode.

4.7.3 Bearing Currents and Shaft Voltages

An additional benefit conferred by the proposed integrated charger topology is a reduction in

bearing currents and shaft voltages. As discussed in section 4.4, these phenomena are directly

linked to the common mode voltage. Because the proposed topology controls E�" to an approxi-

mately constant value, a reduction in E1 and 8;:6 are expected to be seen. The bearing voltage E1

is shown by measuring the shaft voltage EBℎ0 5 C of the machine and 8;:6 is shown by measuring the

leakage current at the motor’s terminals. Four cases are assessed: 1) no LC filter (and, hence, no

common mode voltage control) and no common mode inductor to demonstrate baseline leakage

current of the drive, with a switching frequency of 5BF = 80kHz; 2) no LC filter with a common

mode inductor at 5BF = 80kHz; 3) LC filter with no common mode inductor, to demonstrate the

benefit the common mode voltage control provides by itself, with 5BF = 80kHz; 4) LC filter with
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Figure 4.22: Measured total system efficiencies in traction mode at # = 1200RPM with different
configurations. Peak efficiency of the PMSM is 93%.

common mode inductor to show the additional bearing voltage and leakage current attenuation

provided by augmenting the common mode current path, with 5BF = 80kHz. A fixed switching

frequency of 5BF = 80kHz is used in all cases to make clear the benefits the topology provides by

giving a side-by-side comparison at the same operating point.

Two different speeds are assessed for evaluating the benefits of the topology. The literature

indicates that lower speed operation leads to more electric discharge machining events [114]. To

evaluate lower speed operation, measurements were taken at # = 300RPM, with the results re-

ported in Figure 4.23 and Table 4.2. However, in automotive applications, lower speed operation

is not considered the norm; therefore, additional measurements were taken at # = 600RPM, with

results reported in Figure 4.24 and Table 4.3.

At # = 300RPM, the proposed control reduces the peak leakage current by 94% and the RMS

leakage current by 97%. The common mode voltage is controlled well, with a small sinusoidal
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oscillation and peaks injected by the switching actions. Despite the peaks, the shaft voltage is

reduced by over 90% compared to the standard drive. Oscilloscope captures of the standard and

proposed drive are shown in Figure 4.23.
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Figure 4.23: Leakage current and shaft voltage waveforms of a standard inverter and the proposed
topology. (a) Standard topology, 5BF = 80kHz. (b) Proposed topology, 5BF = 80kHz.

Table 4.2: Leakage current measurements of the PMSM drive with and without LC filter and
common mode choke at mechanical speed # = 300RPM.

Test Condition Peak-to-Peak RMS

No LC filter, !�" = 0<� & 5BF = 20kHz 5.04A 481mA
No LC filter, !�" = 4<� & 5BF = 20kHz 1.40A 287mA
LC filter, !�" = 0<� & 5BF = 80kHz 0.584A 34.5mA
LC filter, !�" = 4<� & 5BF = 80kHz 0.288A 14.8mA

At # = 600RPM, approximately the same results are seen: peak leakage current is reduced

by 94% and the RMS leakage current by 97%. Again, the common mode voltage is controlled

well, with a small sinusoidal oscillation and peaks injected by the switching actions, with the shaft

voltage again reduced by 90% relative to the standard drive. Oscilloscope captures of the standard

and proposed drive are shown in Figure 4.24.
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Figure 4.24: Leakage current and shaft voltage waveforms of a standard inverter and the proposed
topology. (a) Standard topology, 5BF = 80kHz. (b) Proposed topology, 5BF = 80kHz.

In sum, the proposed topology and control sees substantial benefits for the bearing current and

shaft voltage problem, despite the switching transients. The peaks in the common mode voltage

can be reduced by slowing switching transients down by using Silicon MOSFETs or IGBTs or by

adding gate resistance or a snubber; however, all of these options will reduce inverter efficiency.

Given the substantial reduction in motor shaft voltages and leakage currents in traction mode and

the leakage current attenuation in charging mode, these measures are not considered necessary.

It should also be noted that the common mode inductance is not the primary driver in the re-

duction of leakage currents and shaft voltages. The common mode voltage control provides the

Table 4.3: Leakage current measurements of the PMSM drive with and without LC filter and
common mode inductance at # = 600RPM.

Test Condition Peak-to-Peak RMS

No LC filter, !�" = 0<� 4.92A 458mA
No LC filter, !�" = 4<� 1.68A 393.5mA
LC filter, !�" = 0<� 0.578A 34.23mA
LC filter, !�" = 4<� 0.272A 15.78mA
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majority of benefit and the common mode inductor provides further filtration for meeting grid inter-

face standards. In both the 300RPM and 600RPM cases, the topology itself confers a reduction of

90%. The addition of the common mode inductance reduces the leakage currents by approximately

another 50%, for a net benefit of over 95%. The shaft voltages, however, remain approximately

the same, which is a result of the common mode voltage control not being made more precise with

the added inductance.

4.7.4 Further Applicability of the Integrated Charger Topology

The bearing current and shaft voltage results extend well beyond electric vehicle motor drives.

Modern society is underpinned by power electronics and motor drives: from the traction motor

of an EV to the power window in a car; from factories to office building HVAC to household air

conditioning; from megaWatt wind turbines to rural water pumps powered by photovoltaics; and

so on. Increasing the reliability and efficiency of the motor drive is a significant step towards decar-

bonizing society. For non-transportation applications where space is no issue and the complexities

of variable frequency critical soft switching are undesired, e.g. factories and HVAC, then high in-

ductance, high current inductors can be used to enable the common mode voltage control. Copper

foil inductors present an interesting opportunity for high current, high efficiency designs [52, 53,

54].

4.8 Comparison of Proposed Integrated Charger Relative to US DOE Targets

The proposed integrated charger concept removes the dedicated on-board charger and replaces

it with several necessary components that are non-standard for an electric vehicle drive. The unit

cost, weight, volume and quantity of the added components are listed in Table 4.4. The total added

cost is 280.16$ for a single prototype, which could be reduced significantly when moving to mass

production. The added mass and required volume are also fairly low, with a large portion of both

dedicated to the filter inductors.

When comparing to the US DOE targets outlined in chapter 1, the single prototype of the
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Table 4.4: Cost, weight and size of the components necessary for the proposed integrated charger.

Component Unit Cost ($) Unit Mass (kg) Unit Volume (L) Quantity

Filter inductor 50 0.9 0.182 3
Filter capacitor 6 0.029 0.026 3
Common mode inductor 13.48 0.215 0.159 1
Voltage sensor 9 0.01 0.0005 3
Relay 6.28 0.017 0.01 3
Residual current device 34 0.36 0.182 1

TOTAL 280.16 3.44 1.22 -

integrated charger performs very well in all metrics for the 2020 targets and for most in the 2025

ones. This is outlined in Table 4.5, where the US DOE targets are for mass production of 500,000

units and the prototype metrics are evaluated for a single unit. Relative to the US DOE targets

in 2020 and 2025, the single prototype is 49.1% and 27.2% cheaper, respectively, with the gap

expected to grow if the prototype were optimized for cost and brought to mass production. The

specific power is marginally higher compared to the 2020 target but below the 2025 target, where

significant gains can be made through shrinking of the filter inductors. The power density is almost

three times higher than the 2020 target and almost two times the 2025 target. Lastly, the peak

efficiency of the integrated charger is higher than both the 2020 and 2025 targets by an appreciable

margin, with the efficiency at rated power of 11kW also higher than both targets. In sum, the

proposed integrated charger exceeds all 2020 targets and most of the 2025 targets whilst providing

the previously outlined benefits of universal charging (single-phase AC, three-phase AC and DC),

a bidirectional transformerless grid interface, enhancements to motor lifetime and motor drive

efficiency increases.

4.9 Summary

This chapter presented a novel bidirectional non-isolated integrated charger using three paral-

leled ACMs that were studied and designed in chapter 3. A novel common mode voltage control

strategy was developed to permit the three paralleled modules to interface with AC loads (mo-
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Table 4.5: Comparison of United States Department of Energy on-board charger technical targets
at 500,000 units [6] and a single prototype of the proposed integrated charger.

Metrics US DOE 2020 US DOE 2025 Single Prototype Benefit

Cost ($/kW) 50 35 25.47 -49.1%1 / -27.2%2

Specific power (kW/kg) 3 4 3.2 +6.67%1 / -20%2

Power density (kW/L) 3.5 4.6 9 +257.4%1 / +195.7%2

Efficiency 97% 98% 99.4%3 +2.4%1 / +1.4%2

1 Relative to 2020 US DOE target.
2 Relative to 2025 US DOE target.
3 Peak efficiency.

tors and the grid). Three-phase motoring (traction mode) and three-phase transformerless grid

interface (charging mode) operation were demonstrated with a monolithic control scheme using

proportional-integral controllers to mirror conventional motor drives and grid interfaces. Single-

phase AC and DC charging are also possible, though were not demonstrated explicitly, which

allows for the integrated charger to be used as a universal electric vehicle charger.

The power conversion stage, i.e. the three-phase inverter and LC filter, had a peak efficiency of

99.4% and an efficiency at rated power of 11kW of 98.4% by using variable frequency critical soft

switching. An increase in traction mode efficiency of 0.6% was measured by using the topology

with a motor measured at its rated power of 5kW, which is substantial when scaled up to typical

automotive traction drive powers of 60+kW. Leakage currents and shaft voltages, both of which

are closely linked to bearing currents, were shown to be reduced by over 90%, strongly suggesting

a reliability enhancement for electric drives, which is applicable to any AC motor drive application

with a switched power electronic converter. The leakage current in charging mode is standard

compliant and permits removal of the transformer, which provides significant benefits to overall

charging system efficiency that are seldom considered. Without need for the (inefficient) isolation

transformer, charging infrastructure can be simplified with an associated reduction in size and cost

realized.
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Chapter 5: Motor Drive State Estimation

The previous chapter showed that the autoconverter module studied in chapter 3 could be used

to realize a single- and three-phase inverter that could connect to the power grid and an electric

machine, enabling the development of a bidirectional non-isolated integrated charger in the traction

drive of an electric vehicle. To achieve further cost reductions and to make the topology more

attractive for industrial motor drive applications, this chapter studies the use of state estimators to

remove motor phase current sensors. This is studied for a permanent magnet synchronous machine

(PMSM), where it is shown that the motor states–the 3@ currents–can be estimated with both a full

and reduced sensor set. Detailed estimatability analyses and results for the PMSM are shown

using a typical motor drive topology, i.e. without the LC filters and without zero sequence voltage

control. Because the LC filter and PMSM subsystems can be studied independently, the results

will hold when applied to the integrated charger topology in traction mode.

5.1 Permanent Magnet Synchronous Machine

The PMSM can be described in both the current and flux domains. Flux, however, is a more

general approach and confers significant benefits that a parameter-based model in the current do-

main does not. The primary advantage of using flux-based modelling, known as virtual flux, is that

the system dynamics are separated from the dominant parameters, such as the inductances and the

equivalent flux associated with an electric machine or the grid. Using virtual flux, all nonlinearities

and nonidealities can be captured in a static mapping, which can significantly simplify modelling,

estimation and control.

The virtual flux can be obtained in many ways. One approach is to integrate the voltage on-

line, since voltage is the derivative of flux [115, 116, 117, 118]; another way is to characterize
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in detail the machine in use to obtain the current-flux mapping. This mapping can be obtained

via analytical calculations [119], finite element analysis [120, 121] or experimentation [122, 123].

Both methods of virtual flux obtainment have their respective benefits and drawbacks. Voltage

integration encounters offsets and drift issues [122], though these can be mitigated through filtering

and adjustments to the integrator [124], but does not require a position sensor since all the virtual

flux estimation and control can be done in the stationary UV frame. The current-flux map requires

extensive off-line characterization with tests run at constant temperature [123], but the result is a

detailed mapping that is defined for a given component and can be nonlinear and arbitrarily detailed

without affecting the complexity of estimation or control.

As a brief demonstration of the complexities virtual flux modelling bypasses, consider a linear

model of flux _ = !8, where ! is inductance and 8 is current. The voltage is the rate of change of

flux, i.e. 3_
3C
= E. Thus, if the system is described in currents and fluxes, 3_

3C
= ! 3

3C
8 = E. In a nonlin-

ear system, ! changes with 8 , i.e. ! = 5 (8). If the inductance ! is described by a lookup table, as

is typically done in power electronic applications, the dynamic equation becomes unwieldy with

partial derivatives and the design of estimators and controllers becomes very challenging. At this

point, two approaches can be taken: the first is to assume the system is linear (_ = !8) and have

some form of steady state parameter error compensation; the second is to characterize the machine

in flux to eliminate the parameter dependency in the dynamics. The former is typically realized

with state estimators and is a part of the motivation for this chapter; the latter is an area of growing

research interest, which also finds substantial use in higher performance controllers, such as model

predictive control (MPC) [125], direct torque controllers (DTC) [126, 127, 128] and maximum

torque per Ampère (MTPA) [129, 130, 131] schemes.

To describe the PMSM most generally, the model is first described via virtual flux modelling.

Once established, the linear model is assumed to realize the widely disseminated dynamic model

of the PMSM, which is the basis of the majority of motor drive controllers. The linear model can

then be used to design simple controllers to achieve a given command and state estimators that

allow for steady state parameter error compensation and sensor removal for cost reduction and
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reliability purposes. A parameter-based model is particularly useful for state estimation purposes.

5.1.1 Coordinate System Transformations

Like in chapter 4, coordinate system transformations are employed to facilitate modelling and

control, with the Clarke (5.1), Park (5.2) and their inverses seeing extensive use in the modelling,

estimation and control. Because of their importance to estimator study in this chapter, they are

reintroduced and discussed in greater detail than in the previous chapter.

In the case of an electric motor, the neutral point is typically isolated and the zero sequence

component can be ignored without loss of generality. As a consequence, the magnitude invariant

Clarke transform and the Park transform become

T =
2
3


1 −1

2 −1
2

0
√

3
2 −

√
3

2

 . (5.1)

and

P (\) =


cos \ sin \

− sin \ cos \

 . (5.2)

When enacting the control, it becomes necessary to perform inverse transformations to go from

the 3@ frame back to the 012 frame for the generation of pulse width modulation (PWM) duty

cycles. The inverse Park transform is the transpose of the Park transform, i.e. P−1 (\) = PT (\).

The inverse Clarke transform requires more care as the matrix without zero sequence component

is not square. To handle this, the Moore-Penrose pseudoinverse T+ can be used, which is defined

as

T+ =
3
2


1 0

−1
3

√
3

3

−1
3 −

√
3

3


. (5.3)

A complete PMSM motor drive control system is shown in Figure 5.1.
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Figure 5.1: The complete PMSM drive system with state estimator.

5.1.2 Model

To maintain generality, the machine is initially modelled in the flux space. Where appropriate,

the model is linearized and the standard PMSM equations are applied, which were discussed in

chapter 4 as a part of the integrated charger modelling.

An electric machine can be described in multiple reference frames. The 012 frame is seldom

used, with the UV frame being popular for estimation and control. Transformation from 012 to

UV can be achieved by multiplying with the Clarke transform, i.e. GUV = T8012, which yields the

dynamic equations

¤_UV = EUV − '8UV = ĒUV (5.4)

where EUV and 8UV are the UV voltages and currents, respectively, and 'B is the stator winding

resistance. Control is typically realized in the 3@0 frame, where the zero sequence is dropped for

generality as electric machines are assumed to have an isolated neutral point. Conversion from UV

to 3@ is achieved by applying the Park transform to (5.4) by doing G3@ = P (\) 8UV, which yields

the 3@ equations

¤_3@ = E3@ − '83@ − lJ = Ē3@ − lJ, (5.5)
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with J being a matrix that represents the cross-coupling between axes that the Park transform

introduces and l is the electrical angular frequency of the fundamental sinusoid. The electrical

angular frequency is linked to the mechanical one by l = ??l<, where ?? is the number of pole

pairs in the machine. The cross-coupling matrix is written as

J =


0 −1

1 0

 ,
which is the same as the J!� matrix introduced in chapter 4 with all of row three and all of column

three discarded, as the zero sequence component is not necessary.

Virtual flux presents itself as an attractive proposition because all nonlinearities, nonidealities

and parameter dependencies can be incorporated into a function describing the flux. The UV flux

maps can then be described by

_UV = L
(
8UV

)
. (5.6)

Detailed characterization of the machine’s flux is typically done in the 3@ frame because the

three-phase currents can be regarded as constant, as opposed to the 012 or UV frames where sinu-

soidal ones are. This has several benefits, namely in that a regular gridding–necessary for the de-

velopment of lookup tables–is simpler to achieve and that UV are time-varying quantities whereas

3@ ones are constant. Once characterized, a function can be fit to the lookup table data and the flux

calculated in 3@ by

_3@ = L
(
83@

)
. (5.7)

An alternative to a complicated virtual flux model of the machine is to leverage its linearized

model. In this case, it is claimed that the inductance is constant and the flux is linearly proportional

to the current applied. Typically done in the 3@ frame, the linearized model is written as

_3 ≈ !383 + k (5.8a)

_@ ≈ !@8@ (5.8b)
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where !3 and !@ are the 3- and @-axis inductances of the machine and k is the flux generated by

the permanent magnets. Note that the permanent magnet’s flux sums with the 3-axis flux. This is

a common assumption made and is achieved by aligning the 3-axis with the magnet flux via the

controller. In this case, the @-axis generates torque and the 3-axis provides the ability to adjust the

flux, which is useful for concepts such as field weakening for extending the operating speed range

of the machine. It is equally valid to align the fields in the opposite way, though it is not typically

done in the literature.

Substituting the linearized flux model (5.8) into the 3@ dynamic flux equations (5.5) and per-

forming algebraic manipulations yields the widely employed parameterized dynamical model of

the PMSM

¤83 =
1
!3

(
E3 − 'B83 + l!@8@

)
(5.9a)

¤8@ =
1
!@

(
E@ − 'B8@ − l (!383 + k)

)
. (5.9b)

The parameterized model makes estimation and control significantly simpler than the virtual

flux model. No detailed characterization of the motor is necessary is as these inductance and flux

values will be given in the component’s datasheet and on its nameplate, allowing for a control

system to be designed. Additional complexity can be added by determining parameter variations

over the desired operating envelope (currents, speed, temperature) and adjusting the controller

on-line to account for saturation and temperature dependencies of the parameters.

The final component to the modelling of the PMSM is the mechanical aspect. In electric vehicle

applications, the electrical and mechanical dynamics are typically separated to simplify the model

and act as a form of linearization since the mechanical time constants are normally much smaller

than the electrical ones. This can be rationalized by noting that the mechanical time constants

include the entire vehicle, which has a substantial mass and will respond slowly to inputs. The

mechanical system and the nonlinearities they introduce are often leveraged for position sensorless

estimation schemes [14, 132] as the speed l and position \ are a part of the complete state-space
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model.

The speed of the machine is calculated from the derivative of the position, i.e.

¤\ = l. (5.10)

The speed finds extensive use not only in the modelling of the PMSM but also in the estimation

and control, as it is present in the linearized state-space dynamic equations. Because of the inertia

of the vehicle, the speed can be considered constant over the short (10`s to 100`s) control period

typically used in automotive.

Lastly, the mechanical dynamics of the machine can be described. These dynamics provide a

link between the electrical system and the mechanical system and are given by

¤l< =
1
�
()4 − �l< − )!) (5.11)

where � is the inertia of the rotor, � is the friction constant, )4 is the electromagnetic torque

generated and )! is the torque applied to the shaft by the load. The electromagnetic torque is the

torque generated by the interaction of the magnetic fields and is calculated by

)4 =
3
2
??8

)
3@J_3@ . (5.12)

Substituting the parameter-based model (5.8) for the fluxes gives the parameterized electro-

magnetic torque equation

)4 =
3
2
??

(
k8@ +

(
!3 − !@

)
838@

)
. (5.13)

From the above assumptions and relationships, it can be seen that the @-axis current is the

primary torque generating mechanism and, through it, the machine’s speed can be controlled.

The torque equation is important for designing direct torque controllers, where the objective is to

achieve a desired torque at a given operating point (+�� , l) as opposed to setting a current refer-

ence. The emphasis in this chapter is on the estimation; therefore, simple 3@ current controllers

134



are designed, with the presented equations forming the basis of a torque controller.

The parameters of the PMSM used for analysis, simulation and experimentation are provided

in Table 5.1, which are the same as those used in the integrated charger of chapter 4. The switching

frequency is 5BF = 10kHz, which is one of the most typical values used in the automotive industry.

For the study of the estimators in this chapter, parameter error is introduced, as noted in the table.

Two values of resistance are considered for each of the estimators studied. Setting 'B = 0 made the

unconstrained receding horizon estimator easier to study and implement with no loss of accuracy.

Table 5.1: PMSM parameters.

Parameter Nominal Quantity Introduced Error

Pole pairs (??) 5 -
Stator resistance ('B) 0.4Ω −50%1 / −100%2

d-axis inductance (!3) 10.5mH +20%
q-axis inductance (!@) 12.9mH +40%
Permanent magnet flux (k) 0.3491Wb +10%

1 Linear observer.
2 Receding horizon estimator.

5.2 Linear Observer

As a first step and for initial benchmarking, the linear observer is studied and implemented.

The linear observer is analyzed in continuous-time as the majority of motor current observers in

literature study the continuous-time system [15, 133, 134] before converting to discrete-time for

implementation. The observability study and results can be equivalently represented in discrete-

time, with the methods by which this can be achieved discussed in chapter 2. The model of the

continuous-time linear observer is given by (2.7), but is written again here with a slight modifi-

cation to match more closely with the PMSM model (5.9), where an additional exogenous input

to the system � to separate the voltage generated by the permanent magnet flux from the voltage
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applied by the inverter. This leads to the adjusted state-space model

¤G(C) = AG(C) + BD(C) + � (C) (5.14a)

H(C) = CG(C). (5.14b)

where the linear state-space matrices and vectors of the PMSM can be written as

A = −L−1
3@

(
'BI + lJL3@

)
,

B = L−1
3@ , � = lL−1

3@k3@,

G = 83@ D = E3@

where L3@ = diag
( [
!3 , !@

] )
is the 3@ inductance matrix and k3@ = [k, 0]) is the 3@ flux vector.

The corresponding state-space model of the observer with proportional and integral terms is

then

¤̂G(C) = ÂĜ(C) + B̂D(C) + �̂ (C) + L?4(C) + L8 (C)
∫

4(C) (5.15a)

Ĥ(C) = CĜ(C). (5.15b)

Critical to the study of the observer is the C matrix and its definition. Typically, it defines

what state(s) become(s) the system’s output(s). For the RHE implementation, it is modified to be

comprised of two components: a so-called sensor selection matrix, Q, which is used to designate

what sensors are present in-system, and inverse coordinate system transformations, to move from

UV or 3@ to 012. The system’s output can then be written as

H(C) = C8012 = QT+8UV = QT+P−1 (\) 83@ . (5.16)
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The sensor selection matrix, Q, is defined as

Q =


?ℎ� 0 0

0 ?ℎ� 0

0 0 ?ℎ�


, (5.17)

where ?ℎ�, ?ℎ� and ?ℎ� ∈ {0,1} and denote the absence (0) or presence (1) of a sensor.

The block diagram of the linear observer is given in 5.2.
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Figure 5.2: Block diagram of the continuous-time Luenberger observer.

5.2.1 Feedback Gain Selection

Proper selection of the Luenberger gain is critical to ensuring system stability. Moreover, a

certain response may be desired when a torque or speed change is commanded during operation.

Both the stability and response of the PMSM control system are determined by
(
A − L?C

)
, as

indicated by (5.18). Because an integrator term is leveraged, parameter error can be discarded

from the stability analysis. The validity of this approach is shown when studying the eigenvalues.

There is a caveat with respect to the definition of L?, which results from the definition of

the error signal 4(C) = H(C) − Ĥ(C) = C(G(C) − Ĝ(C)). In this formulation, the 012 error is fed

back into the observer; however, the model being used is the 3@ one. Thus, L? should contain a
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transformation to 3@ for proper compensation. This is achieved by defining L? = L̄?C+; i.e. the

product of a gain matrix and the pseudoinverse of C. In the two sensor case, C+C = I, resulting in

the error dynamics

¤̃G(C) =
(
A − L?C

)
G̃(C) =

(
A − L̄?

)
G̃(C). (5.18)

In the one sensor case, however, C+C ≠ I. Expanding the compensation term gives LC to be

1
2

L̄?

©­­«I +


cos
(
2\ + : 2c

3

)
− sin

(
2\ + : 2c

3

)
− sin

(
2\ + : 2c

3

)
− cos

(
2\ + : 2c

3

)
ª®®¬ . (5.19)

The eigenvalues–and, particularly, those of the one sensor system–are difficult to assess and

it becomes beneficial to consider instead their boundaries; that is, their maximum and minimum

values. Weyl’s inequality can be used for this purpose. Weyl’s inequality places boundaries on

the eigenvalues of a matrix by considering the sum of its Hermitian constituent components. De-

composing the system into Hermitian and non-Hermitian components can be rationalized by con-

sidering the eigenvalues of A alone: the off-diagonal elements primarily determine whether or not

the eigenvalues are complex, whereas the diagonal elements primarily determine the real compo-

nent. Because A for the PMSM is non-Hermitian, it is highly probable that the eigenvalues will be

complex; thus, the real components become of primary interest, as they determine system stability,

which are given by the Hermitian components.

Weyl’s inequality specifies the upper and lower bounds on the eigenvalues of the sum of Her-

mitian matrices. Defining three Hermitian matrices X, Y and Z, with eigenvalues j, W and Z ,

respectively, and describing the system as Z = X + Y, Weyl’s inequality states that

Z<0G ≤ j<0G + W<0G

Z<8= ≥ j<8= + W<8=,

which means that the bounded eigenvalues of the system can be found by summing the maximum

and minimum eigenvalues of the constituent matrices. Thus, to determine the stability and response
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of the linear observer, A and LC must be decomposed into their respective Hermitian and non-

Hermitian components. Performing an example operation on A gives

A = A1 + A2 =


− 'B
!3

0

0 − 'B
!@

 +


0 l
!@
!3

−l !3
!@

0

 . (5.21)

This shows that the Hermitian component of A is A1. Similar operations can be applied to L?C,

where it can be shown that it is Hermitian with a diagonal matrix of Luenberger gains L̄?. Noting

that the two and one sensor cases have a different L?C, per (5.18) and (5.19), means they must each

have a different diagonal L̄?. For the two sensor case, this results in L̄?,2 = diag
( [
!?,1, !?,2

] )
. In

the one sensor case, by expanding (5.19), it can be seen that L̄? is Hermitian only if it is a diagonal

matrix of one gain; that is, L̄?,1 = diag
( [
!?, !?

] )
.

Knowing the respective definitions of A−L?C, Weyl’s inequality can be applied and the bound-

aries of the eigenvalues determined for both the two and one sensor case. They are given by (5.22).

Note that, in the one sensor case, only one extremity of the eigenvalues can be steered. This is a

result of the rank deficiency of the system and results in the system’s response time being dictated

by the machine’s !
'

time constant. In both the two and one sensors cases, the observer is guaranteed

to be stable if and only if each !G ≥ 0.

_<0G,2 = max
{
− 'B
!3
,−'B
!@

}
+max

{
−!?,1,−!?,2

}
(5.22a)

_<8=,2 = min
{
− 'B
!3
,−'B
!@

}
+min

{
−!?,1,−!?,2

}
(5.22b)

_<0G,1 = max
{
− 'B
!3
,−'B
!@

}
(5.22c)

_<8=,1 = min
{
− 'B
!3
,−'B
!@

}
− !? . (5.22d)

To remove steady state offsets and errors, an integral component must be added to the control

loop. This adds a second error dynamic to be assessed, which is the integral of the state error, G̃8.
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The system dynamic model then becomes, omitting the input and exogenous input to the system

for brevity, 
¤̃G

¤̃G8

 =

A − L̄?C+C −L̄8

C+C 0



G̃

G̃8

 . (5.23)

To understand the system’s response, the eigenvalues of this 4x4 matrix must be determined.

One approach is to treat (5.23) as a block matrix and apply the Schur complement. The eigenvalues

of a block matrix of the form

M =


M11 M12

M21 M22

 ,
using the Schur complement, can be found by solving

det (_I −M11) det
(
_I −M22 +M21M−1

11 M12
)
= 0. This expression, however, is difficult to han-

dle in practice, regardless of the sensor complement. Employing Weyl’s inequality once more

simplifies the problem greatly and yields the bounded eigenvalues

_<0G,2 = 0 (5.24a)

_<8=,2 = min
{
− 'B
!3
,−'B
!@

}
+min

{
−!?,1,−!?,2

}
(5.24b)

_<0G,1 = 0 (5.24c)

_<8=,1 = min
{
− 'B
!3
,−'B
!@

}
− !? . (5.24d)

Several insights are gleaned regarding the observer’s performance from these boundaries. First

and foremost is that the maximum eigenvalue is zero, resulting from the addition of integrators.

The presence of integrators then implies that the other two eigenvalues will be the same as the

proportional case, given by (5.22). This line of reasoning can be verified by decomposing the 4x4

A matrix into its constituent Hermitian components and finding their respective eigenvalues. The

key takeaway, however, is that the stability of the system is not impacted by the addition of an

integral component.

Weyl’s inequality indicates that, so long as !G > 0, the linear observer will be stable; however,
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while too large of a value may not lead to instability inherently, it will amplify the measurement

noise and lead to control degradation that can lead to system failure. Thus, there exists some

reasonable upper boundary on the Luenberger gain that must be determined. It can be most eas-

ily assessed by considering the state-space model of the observer (5.15) and not the eigenvalues

specifically. Assuming that C (G − Ĝ) = F<, i.e. the difference of the measurement and estimate

is the measurement noise, which would be added to the estimate. If !G > 1, the noise would be

amplified; if !G < 1, it would be attenuated. Hence, to maintain stability and reduce sensor noise,

!G ∈ (0, 1).

For the purposes of implementation, !?,1 = !?,2 = !? = 0.5. This is a reasonable compromise

between noise rejection and performance, as was indicated in chapter 3 for the ACM and which

will be shown in section 5.2.3 for the PMSM. The integrator gain !8 does not impact the stability

of the system as indicated by the bounded eigenvalues and is best chosen via rules of thumb and an

iterative process in simulation and experimentation. In control theory, the ratio of  8
 ?

is a typical

rule of thumb, where it is set to 10 or 100 initially and then tuned based on the response. This

ratio is used to initially select !8 = 50. The observer gain combinations provided good results in

simulation and were chosen going forward.

5.2.2 Observability

The term designating estimatability for the linear observer is observability, which is the prop-

erty that the states of the system can be reconstructed from the measured output. A system is

observable if the observability matrix, defined as

O =



C

CA
...

CA=−1


, (5.25)

is full column rank.
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Observability of motor drives has previously been assessed in literature, though not in the same

manner as what is studied herein. Indeed, the most comprehensive studies to date focused on the

nonlinear system for both current [135] and position [136] estimation, where it was shown that

the machine’s currents or position and speed could be estimated under certain conditions. An

equivalent assessment of observability for the linear time-invariant model of a PMSM is necessary

to verify the feasibility of reduced sensor control.

To determine estimatability, the observability matrix O is studied for all possible sensor com-

binations.

Three and Two Phase Current Sensor Cases

The first case to be assessed is when the system has three or two phase current sensors. Because

the neutral point of the machine is assumed to be isolated, which is a common assumption for

electric drives, Kirchoff’s current law can be used to determine that 80 + 81 + 82 = 0; hence, the

same information about the system can be obtained with three or two sensors. Moreover, because

two sensors provide the same information as three sensors, there are no issues in transforming

between 012 and 3@; hence, the system is expected to always be observable. This is confirmed in

the following theorem.

Proposition 5.1. The system is always observable when either three or two sensors are present.

Proof. The Q, T+ and P−1 (\) matrices all have rank 2. Thus, the observability matrix’s rank is 2

and the system is observable. �

One Phase Current Sensor Case

The most interesting and difficult case to assess is when only one phase current sensor is

present. It was shown in section 5.2 that the feedback loop has oscillations in it owing to the

fact that C+C ≠ I, with the time-varying compensation matrix given by (5.19); further, Weyl’s

inequality demonstrated the inability to guide one of the eigenvalues, indicating rank deficiency.
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Hence, it should be expected that there are conditions on the observability of the system, which is

elucidated in the subsequent theorems.

Theorem 5.1. Let a motor drive have one current sensor on phase : ∈ {0,1,2}. The system is

observable iff !Δ ≠ 0 and

'B sin
(
2\ − : 4c

3

)
+ 2l

(
!Σ cos

(
2\ − : 4c

3

)
− !Δ

)
≠ 0,

where !Δ = 1
2
(
!3 − !@

)
and !Σ = 1

2
(
!3 + !@

)
.

Proof. Let O: be the observability matrix with a current sensor on phase : ∈ {0,1,2}. O: is a

square 2x2 matrix and has full rank iff det O: ≠ 0, where

det O: = !Δ
©­­«
'B sin

(
2\ − : 4c

3

)
+ 2l

(
!Σ cos

(
2\ − : 4c

3

)
− !Δ

)(
!2
Δ
− !2

Σ

) ª®®¬ .
The denominator, !2

Δ
− !2

Σ
, can be removed since

!2
Δ − !

2
Σ =

(
!3 − !@

2

)2
−

(
!3 + !@

2

)2
= −!3!@ ≠ 0.

It is clear that the determinant is zero when either !Δ or the inner term are zero. �

An interesting result arises from this theorem: During operation, the system will become tem-

porarily non-observable in some positions, which depends upon both the machine itself and its

operating point. Corollary 5.1 goes into greater detail regarding this phenomenon for anisotropic,

i.e.
(
!3 ≠ !@

)
, PMSMs.

Corollary 5.1. With one current sensor present and !Δ ≠ 0, the system is non-observable four

times over a 2c period.

Proof. The electrical positions that render the system non-observable can be solved for by finding

when the determinant is equal to zero by using the trigonometric identity 0 cos(G) + 1 sin(G) =

143



2 sin(G + U), where 2 =
√
02 + 12 and U = tan

(
0
1

)
. In this formulation, 0 = 2l!Σ and 1 = 'B.

Thus, the non-observable electrical rotor positions are

\1 =
1
2

(
arcsin

(
2l!Δ
2

)
+ : 4c

3
− U

)
(5.26a)

\2 = \1 + c (5.26b)

\3 =
1
2

(
c − arcsin

(
2l!Δ
2

)
+ : 4c

3
− U

)
(5.26c)

\4 = \3 + c. (5.26d)

This corollary can also be proven graphically by plotting the determinant and its zero level set,

as shown in Figure 5.3.
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Figure 5.3: The determinant of O: and its zero level set evaluated over position and speed. (a)
Determinant. (b) Zero level set.

�

The periodic position-dependent non-observability is not considered to be an issue in practice.

When the machine is rotating, the system is observable on average and the observer will correct any

errors that may be injected by poor estimates during non-observable conditions. When the machine

stops or stalls, the likelihood of stopping in one of the non-observable positions is infinitesimally

small.
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Zero Phase Current Sensor Case

This scenario is clearly non-observable. When no sensors are present, Q is zero, which makes

C zero. Consequently, the observability matrix is a zero matrix, which has rank zero.

For a zero phase current sensor system to be feasible, a detailed machine model would be

required [137] or a different estimation strategy; for example, a wound rotor synchronous machine

and a DC field current sensor [135] or DC current sensors [138, 139, 140, 141]. However, detailed

modelling tends to only be viable in certain applications (e.g. automotive) with others not so

feasible (e.g. industrial systems). DC current sensors introduce inductance in the DC-link, leading

to higher voltage stresses on the capacitors and transistors, as well as requiring a high bandwidth

transducer. Therefore, neither option is appealing.

5.2.3 Results

To validate the theoretical observability results, simulations and experiments with measure-

ments and observers are executed. Dynamic performance is shown via torque and speed steps,

while the steady state is assessed for accuracy and RMS current ripple, the latter of which dictates

torque quality. In all simulations, noise of 0.6 Ampères peak-to-peak (variance f2 = 0.01) is ap-

plied to the measured currents to simulate measurement noise, which is consistent with what was

seen on the experimental setup. The parameters in Table 5.1 are used for the observer model, with

no parameter error corresponding to the nominal values and parameter error the (extreme) intro-

duced parameter error. The parameter error is also added to the feedforward terms in the control to

more realistically emulate a real-world implementation, which would lead to errors that the control

must to correct.

The first set of simulations show speed step performance, bringing the PMSM from # = 0RPM

to # = 1400RPM starting at time C = 0.01s, shown in Figure 5.4. Both two and one sensor linear

observer operation are demonstrated with and without parameter error. The plots with no param-

eter error show the best results, with the two sensor observer acting exactly as control with the

measurements would. The one sensor observer sees a slightly reduced risetime and introduces
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small oscillations. When observer parameter error is introduced, performance is slightly degraded

for the two sensor observer, with the most obvious problems being related to the 3-axis current

not remaining zero, which is mostly related to the feedforward control terms, which also receive

the introduced parameter error. For the one sensor case, oscillations and overshoot become promi-

nent and are tied to the level of parameter error, though they dissipate over time. Irrespective of

modelling error, the integrator term of the linear observer corrects within reasonable time.
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Figure 5.4: Two and one sensor observer simulations during a speed step (# = 0 → # =

1400RPM) at C = 0.01s. (a) Two sensor observer, no parameter error. (b) One sensor observer,
no parameter error. (c) Two sensor observer, parameter error. (d) One sensor observer, parameter
error.

The second set of simulations shows torque step performance, bringing the electric machine

currents from 8@ = 0 → 8@ = +10A while keeping 83 = 0A–corresponding to )4 = +26Nm–

at time C = 0.30s, shown in Figure 5.5. Like in the speed step simulations, the two sensor linear

observer performs best and sees a slight degradation in the 3-axis currents with parameter error due

to the feedforward control term. The one sensor observer with no parameter error has a slightly

reduced response time relative to the two sensor observer while with parameter error oscillations
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and ringing are present, though they die off, leaving small steady state oscillations due to the

feedback loop, where sinusoidal terms are injected, per (5.19).
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Figure 5.5: Two and one sensor observer simulations during a torque step (8@ = 0 → 8@ = +10A
at C = 0.3s). (a) Two sensor observer, no parameter error. (b) One sensor observer, no parameter
error. (c) Two sensor observer, parameter error. (d) One sensor observer, parameter error.

With the simulations having shown the phase current observers to work well, the next step is to

validate them experimentally. This is done on the setup shown in Figure 5.6. The black permanent

magnet synchronous machine is connected to the gold induction machine on the left via couplers

with a torque transducer in between the two. The PMSM is controlled by a custom-designed three-

phase inverter [40, 47] and the IM is controlled by an industrial variable frequency drive (VFD).

When validating speed control mode, the VFD is disconnected and the IM left unpowered while

the PMSM is speed controlled; during torque operation, the IM is speed controlled by the VFD and

the PMSM sets the torque by controlling the 3@ currents. All data is saved to controller memory

and exported for plotting.
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Figure 5.6: The permanent magnet synchronous machine experimental setup.

Like in simulation, both the two and one sensor linear observer are validated with and without

parameter error. The resulting captures are shown in Figure 5.7. They show that the two sensor ob-

server responds quickly with no ringing, even with large parameter error. The one sensor observer,

like in simulation, responds more slowly and has ringing in the 3@ waveforms. Of note is the

ringing in the speed waveform resulting from the transient, which contributes to the degradation of

the one sensor waveforms relative to simulation.

Steady state torque operation remains a key point of interest. If the steady state torque is

poor, in particular in the two sensor case, then the observers would have no practical use. To

show this, the +26Nm torque step applied in Figure 5.7 is left to rest for several seconds before

data is captured again, with the resulting captures shown in Figure 5.8. Like in simulation, the

measured 3@ currents of the system with the two sensor linear observer are low ripple, even with

extreme parameter error added. Likewise, in the one sensor case, the steady state waveforms

track accurately albeit with oscillation resulting from the feedback term C+ (H − Ĥ). It should be

noted that the speed of the system is not consistent and is oscillatory, irrespective of the number

of sensors employed, which contributes to the degraded one sensor observer waveforms. This is
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Figure 5.7: Torque step experimental validation (8@ = 0→ +10A at C = 2.5ms) for the two and one
sensor observers with and without parameter error. (a) Two sensor observer, no parameter error.
(b) One sensor observer, no parameter error. (c) Two sensor observer, parameter error. (d) One
sensor observer, parameter error.

a limitation of the experimental setup, where the gold coloured induction machine on the left is

controlled by an industrial VFD that does not control the rotor’s speed directly and instead only

provides a sinusoidal voltage to the stator at a frequency specified by turning a dial. Hence, as the

PMSM loads the IM, slip is encountered where the rotor frequency is not the same as the stator

frequency, leading to a mismatch in the steady state.

The torque quality depends on the currents being applied to the system. To quantify the impacts

of the observers on the system, the measured RMS ripple current, comprised of measurement noise

and the ripple injected by switching, is assessed when running under the conditions of Figure 5.8

(# = 1400RPM, 8@ = +10A and 83 = 0A). The PMSM is controlled by two phase current sensors,

the two sensor linear observer and the one sensor observer, with varying degrees of parameter error

added to both the estimator model and the feedforward control terms. Results are provided in Table
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Figure 5.8: Steady state experimental validation (8@ = +10A) for the two and one sensor observers
with and without parameter error. (a) Two sensor observer, no parameter error. (b) One sensor
observer, no parameter error. (c) Two sensor observer, parameter error. (d) One sensor observer,
parameter error. error.

5.2. The two sensor linear observer does not lead to an appreciable degradation in current quality,

with the difference between the system operating with measurements and observer coming to less

than 30mA, which is significantly smaller than the 0.6 Ampère peak-to-peak noise observed in the

measurements and is most likely attributable to sensor noise and differences between the name-

plate parameters used and the actual values resulting during operation. The one sensor observer,

however, sees a much larger increase, which is directly related to the sinusoidal oscillations in-

jected by the observer’s feedback loop and is independent of parameter error. As such, one sensor

operation may not be ideal for continuous high performance applications, but could be a reasonable

alternative as a failsafe mode for a two phase current sensor system or for low-cost drives. Indeed,

given that the probability of current sensor failure is very low, with one popular series showing a

mean time between failure of over two million hours [142] as a point of reference, a two sensor
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Table 5.2: Experimental RMS ripple current with varying parameter error for the linear observer.

Parameter Case
State Information Source

Measurements Two Sensor Observer One Sensor Observer

Table 5.1 Nominal 0.102 0.131 0.279
0.8!3 0.115 0.126 0.275
1.2!3 0.115 0.126 0.275
0.6!@ 0.115 0.126 0.275
1.4!@ 0.115 0.126 0.275
0.9k 0.115 0.126 0.275
1.1k 0.115 0.126 0.275
Table 5.1 Error 0.117 0.117 0.266

observer with the one sensor implementation as a failsafe can lead to a cost savings. A failsafe

implementation would also help to satisfy the standard ISO 26262: Road vehicles — Functional

safety [2].

It should also be noted that the maximum rated current of the PMSM in the laboratory is 10A,

which is what it has been tested at. This likely leads to saturation of the machine, which further

changes the parameters !3 , !@ and k from their nameplate values and makes the good quality

performance of the control system more noteworthy. Indeed, when running at high speed with

# = 1400RPM, the sounds coming from the PMSM are much different when running at low and

maximum currents, suggesting this deleterious effect. The ability to maintain estimation accuracy

under this challenging condition demonstrates the capabilities of the observer.

To investigate the feasibility of failsafe operation for the linear observer, conditions of a cur-

rent sensor fault during two sensor operation were emulated. Simulations and experiments were

executed to show how the system would respond to the system running at maximum torque at high

speed (# = 1400RPM, 8@ = +10A and 83 = 0A) and encountering a fault condition where one

current sensor would read zero for five control periods before the controller changed from the two

sensor observer to the one sensor observer. The observer is capable of restoring normal system

operation within a reasonable period of time, though large oscillations are introduced due to the

wrong information being provided to the controller. Parameter error does not have a discernible
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impact, with similar performance when using nominal parameters or the extreme parameter error.

Of additional note is that the simulations and experiments are strikingly similar, lending strong

credence to the validity of the simulation model.
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Figure 5.9: Five switching cycle (500`s) fault detection delay with and without parameter error.
(a) Simulation, no parameter error. (b) Experiment, no parameter error. (c) Simulation, parameter
error. (d) Experiment, parameter error.

How quickly the system settles after encountering the fault is a point of interest. From the time

the fault was detected in Figure 5.9, it took over 60ms for the 3@ currents of the PMSM to return to

normal. From the observer feedback gain selection analysis in section 5.2.1, it was shown that the

eigenvalues of
(
A − L?C

)
control the system’s response. Weyl’s inequality provided conditions for

stability and a range of Luenberger gains !? were shown. Since Weyl’s inequality only provides

boundaries on the eigenvalues, it is difficult to determine the response time in this way. To see

whether the return to normal operation after a fault could be sped up, the Luenberger gain !?

was swept in simulation and the measured and estimated 3@ currents plotted with no parameter

error, with the results shown in Figure 5.10. The simulation analysis indicates that the Luenberger

gain has minimal impact on the settling time; however, larger values of !? result in larger peak

oscillation values after the disturbance. Thus, smaller values of !? are suggested to protect the
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power electronics whilst maintaining dynamic performance in regular operation.
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Figure 5.10: Five switching cycle (500`s) fault detection delay simulations with varying !? values
and without parameter error. (a) !? = 0.2. (b) !? = 0.4. (c) !? = 0.6. (d) !? = 0.8.

The simulation analysis of Figure 5.10 showed some behaviours of the PMSM drive with linear

observer when varying !?. To further aid in Luenberger gain selection, additional experimentation

was performed to determine the tradeoff between noise rejection and 10-90% rise time when the

observer encounters a reset (Ĝ = 0) when the Luenberger gain !? is varied. The results are shown

in Figure 5.11. For the two sensor observer, the tradeoff is clear: a higher gain (L?) translates to

a faster response time but with more sensor noise coupling into the control. For the one sensor

observer, things are less clear. In terms of noise, the sinusoidal term dominates, with a larger !?

helping to reduce its impact. With respect to rise time, it can be inferred that the feedback term

C+4012 creates a position-dependent response rate. If the position is favourable, the response will

be swift; if the position is not, the response will be more gradual. Regardless of this nuance, an

underlying trend towards a faster response with a higher L? can still be seen. Thus, for the two

sensor observer, having !? on the lower end of the range is good, whereas for the one sensor

observer it should be on the upper end. The choice of !? = 0.5 provides a satisfactory balance.

Computational performance is important if the algorithm is to be implemented on an existing
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Figure 5.11: Observer performance as a function of observer gain !?. (a) RMS noise. (b) Recovery
time of the estimate after a forced reset (Ĝ = 0).

production system. To determine this, the number of clock cycles required by the 200MHz, 32-bit

Texas Instruments C2000 microcontroller to execute the code is counted to calculate the execution

time of the code. For the linear observer with fault detection and transition from two to one

sensor operation, the runtime was approximately 300 clock cycles, translating to 1.5`s, which is

well within the 10`s requirement an automotive partner said would be required. Hence, given the

overall performance, the linear observer is a strong candidate for real-world adoption in automotive

and industrial drive systems.

5.3 Receding Horizon Estimation

The linear observer has some undesirable properties, namely the limitations on estimatability

and the time required for the observer to converge to a solution. To address these issues, the higher

performance capabilities of receding horizon estimation can be leveraged. RHE was shown to

provide superior performance when considered for the autoconverter module as studied in chapter

3, which indicates it should provide similar benefits for a motor drive. Recalling the formulation
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of RHE from chapter 2,

argmin
Ĝ" ,...,Ĝ0

F)G,"P4FG," +
−1∑
9="

F)?, 9Q4F?, 9 +
0∑
9="

F)<, 9R4F<, 9 (5.27a)

subj. to F?, 9 = 5 (Ĝ 9 , D 9 ) − Ĝ 9+1 ∈ W?, (5.27b)

F<, 9 = 6(Ĝ 9 ) − H 9 ∈ W<, (5.27c)

FG," = Ĝ" − G4, (5.27d)

Ĝ 9 ∈ X, (5.27e)

the PMSM model of choice, linear parameterized or nonlinear virtual flux, can be converted to

discrete-time and be used to estimate the system’s states.

While the analysis undertaken in chapter 2 began with a nonlinear, time-varying system de-

scribed by the state-space functions G:+1 = 5 (G: , D: ) + F?,: and H: = 6(G: ) + F<,: and derived

local conditions for observability in linear neighbourhoods, linearity was achieved via a Taylor

series expansion and time-invariance was determined to be beneficial for finding a closed-form

expression. Thus, a solution to the estimation problem could then be found by solving a set of

linear equations. However, because the PMSM is a time-varying system due to the presence of

the l term in the 3@ frame and time-varying inductances in 012 and UV, this approach becomes

difficult due to the need to invert large matrices on-line, which is a computationally expensive task.

Likewise, the use of the model parametric toolbox (MPT) for solving the constrained estimation

problem is not feasible due to the time-variance of the system, which would require a unique im-

plementation for every speed in the 3@ frame. As such, it becomes useful to consider instead a

modified implementation of (5.27) that is realized through several simplifications that was briefly

discussed in previous chapters but not implemented directly.

The first simplification is to consider instead the linearized model of the system, i.e. the one

used to realize the linear phase current observer previously detailed. The second simplification

proposed is to discard the problem constraints entirely and to formulate RHE instead as an uncon-
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strained on-line optimization problem. The third simplification is to discard the terminal cost, i.e.

P4 = 0. This approach turns the RHE problem into the solution of an unconstrained least squares

optimization problem, which makes on-line solution not only feasible but achievable in real-time.

Combined, these simplifications make global study of the nonlinear receding horizon estima-

tion problem possible through the properties of the Jacobian and the Hessian. Once shown to be

estimatable, either always or under a set of conditions, the problem can be implemented through

typical optimization problem solution means, such as a conjugate gradient or Newton solver. With

the addition of an integrator to the estimation loop, similar to what was done with the linear ob-

server, nonlinearities and nonidealities can be corrected for with the simplified problem. Though an

integrator is slower than a detailed model and is expected to introduce some undesired behaviours,

such as overshoot, its simplicity makes it attractive for realizing an inherently difficult problem

that could not otherwise be. The addition of an integrator to capture unmodelled factors has seen

use in [59], showing it has promise for higher performance estimation schemes.

Further simplifications can be made to the unconstrained RHE problem through the parameters

of the PMSM. The system most deeply studied and implemented will be referred to as "simplified

unconstrained RHE," where further adjustment to the problem will be made to ease the computa-

tional burden. At the end of the analysis, a brief discussion of the unmodified unconstrained RHE

problem, referred to as "full unconstrained RHE" will be presented to show how the simplifications

benefit the problem.

To maintain generality and to facilitate future research into the subject, the virtual flux descrip-

tion of the PMSM in UV is used as the starting point. When appropriate, the model is converted

to 3@ and the linearized PMSM model employed for implementation purposes. The purpose of

pursuing the linear model first is to demonstrate that an on-line virtual flux RHE implementation

is feasible and provides benefits over a linear Luenberger observer before tackling the significantly

more challenging nonlinear problem. Moreover, for industrial applications, electric machines are

seldom deeply characterized to obtain the virtual flux, relying instead of nameplate parameters or

a lookup table with limited resolution.
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5.3.1 Key Mathematical Tools

One of the key tools to determining the estimatability of the system is the Jacobian. It is used

to compute whether the system is identifiable, which is a property of a system where the states can

be uniquely estimated, akin to observability. The Jacobian is a matrix of the first partial derivatives

of an equation. It can be calculated as

Jℎ =



mℎ1
mI1

mℎ1
mI2

. . .
mℎ1
mI=

mℎ2
mI1

mℎ2
mI2

. . .
mℎ2
mI=

...
...

. . .
...

mℎ=
mI1

mℎ=
mI2

. . .
mℎ=
mI=


. (5.28)

For the system to be identifiable, the Jacobian must be full column rank. A simple way to check

if the system is full rank is to take the determinant if it is square. If the determinant is non-zero,

i.e. det Jℎ ≠ 0, then it is full rank and identifiable.

For the solution of unconstrained optimization problems, Newton steps are typically taken. The

basic Newton step for a multi-dimensional problem is

G:+1 = G: − WH−1
2 ∇2 (G: ) , (5.29)

where W is a multiplier used to fine-tune the size of the taken step, which has an optimal value

of the inverse of the maximum eigenvalue of H2 [143]. At the end of each iteration, the relative

error between G:+1 and G: is assessed using a norm, typically the two-norm, to determine whether

a solution has been found. This is performed as

‖G:+1 − G: ‖22
‖G: ‖22

≤ n, (5.30)

where n is an error threshold defined as being acceptable for the application. In practice, only a

few iterations are required to reach this condition and terminate the search.
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Necessary for Newton’s method is the Hessian, which is a matrix of the second derivatives of

a function. It is computed as

H2 =



m22
mI2

1

m22
mI1mI2

. . . m22
mI1mI=

m22
mI1mI2

m22
mI2

2
. . . m22

mI2mI=

...
...

. . .
...

m22
mI1mI=

m22
mI2mI=

. . . m22
mI2
=


= 2J)ℎJℎ. (5.31)

The Hessian is not exclusively used for solving the optimization problem. It can also pro-

vide information regarding identifiability, as H = 2J)J; moreover, for square matrices, det AB =

det A det B. Thus, det H = 2 det J) det J. The Hessian can also provide information about the

convexity of the problem. If the Hessian is positive definite, i.e. det H > 0, then the problem is

strictly convex; if it is positive semi-definite, i.e. det H = 0, then it is not possible to determine the

convexity as the Jacobian is not full column rank and the system is not identifiable.

A final tool that can provide more information is the bordered Hessian. It is useful for deter-

mining the convexity of a problem when the Hessian is incapable of determining it (second-order

tests are inconclusive, i.e. det H = 0). It is

BH =



0 m2
mI1

. . . m2
mI=

m2
mI1

m22
mI2

1
. . . m22

mI1mI=

...
...

. . .
...

m2
mI=

m22
mI1mI=

. . . m22
mI2
=


=


0 ∇2)

∇2 H2

 . (5.32)

If the leading principal minors of the bordered Hessian are all less than zero, then the problem

is quasiconvex. Quasiconvexity is a beneficial property to have as it means the domain and its

sublevel sets are convex. What this implies is that the function may not be globally convex, but it

is convex within the region of operation and a local minimum can be found. The meaningfulness

of the result will be dictated by where the optimizer begins its search.
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Greater details regarding the Jacobian, Hessian and bordered Hessian for use in optimization

can be found in [143].

5.3.2 Unconstrained RHE Model

To begin the analysis, the nonlinear discrete-time state-space equations are studied. To increase

generality, the parameters ? are included as parameters to the function. The adjusted equations are

G: = 5 (G:−1, D:−1, ?) + F?,: (5.33a)

H: = 6 (G: , ?) + F<,: , (5.33b)

where G:−1, D:−1 are vectors of the states and inputs at the previous time step; ? is a vector of

parameters of the system; G: and H: are the state vector and output of the system at the current

time step; and F?,: and F<,: are the process and measurement noise, respectively. The size of

each vector is: G: ∈ R<×1, G:−1 ∈ R<×1, ? ∈ R;×1, D:−1 ∈ R=×1, H: ∈ RA×1, H:−1 ∈ RA×1,

F?,: ∈ R<×1 and F<,: ∈ RA×1, where <, ;, = and A designate the number of states, parameters,

inputs and outputs of the system, respectively. Note that these equations are the constraints on the

receding horizon estimation problem (5.27).

The parameters ? are considered as a separate input as the estimation problem may be focused

on more than simply determining the states. Indeed, the estimation approach being introduced has

been used not only for state estimation [14, 144, 132], but also for parameter identification [28].

Thus, for generality, it is beneficial to define a combined vector linking the states and parameters

together. Therefore, let I: =
[
G)
:
G)
:−1 ?)

])
∈ R(2<+;)×1.

The vectors G: , G:−1 and ? can then be written as the product of a matrix and the state-parameter

vector I: , which extracts the relevant components. In this way, the vectors of interest are: G: =[
I<×<, 0<×(<+;)

]
I: , G:−1 =

[
0<×<, I<×<, 0<×;

]
I: and ? =

[
0;×2<, I;×;

]
I: . I and 0 are

identity and zero matrices, respectively.
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Instead of writing the receding horizon estimation formulation as summations, it can instead

be written in vector notation. A function comprised of the outputs H: and H:−1, the inputs D:−1 and

the state-parameter vector I: can be built with the form

ℎ (H: , H:−1, D:−1, I: ) =


5 (G:−1, D:−1, ?) − G:

6 (G:−1, ?) − H:−1

6 (G: , ?) − H:


= 0. (5.34)

where ℎ ∈ R(<+2A)×1. For simplification of analysis, the noises F?,: and F<,: have been set

to zero. Like in the standard RHE form, by minimizing the differences 5 (G:−1, D:−1, ?) − G: and

6 (G: , ?)−H: the noises will also be minimized, making this simplification reasonable. This format

is the same as writing the problem as a summation. This formulation is written with " = −1,

though it can be extended further into the past if necessary. A short horizon is chosen to minimize

the size of the problem.

This formulation has a single state equation and two measurements, which follows the RHE

formulation (5.27). The ℎ (·) function also mandates that every term should be equal to zero. This

is equivalent to stating that the estimates must match the measurements. It has been assumed that

the process and measurement noises F? and F< are zero for simplicity. Setting the right-hand side

to zero or the noises would yield the same outcome.

The last component required in the formulation is a cost function. A quadratic form is beneficial

as it makes the function twice differentiable, which permits easier study of its convexity and a

simpler means of solving. Because some I is being estimated to satisfy ℎ, it becomes notationally

convenient to use the widely-accepted circumflex above a variable to denote an estimate, such that

I becomes Î. The cost function is then written as

2 = ℎ (H: , H:−1, D:−1, I: )) Sℎ (H: , H:−1, D:−1, I: ) , (5.35)

where S is a square positive definite weighting matrix and is used to give different weightings to
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terms in the cost function. Per (5.34), S ∈ P(<+2A)×(<+2A) . The weighting matrix S is composed of

the state weightings Q4 and the estimate weightings R4 as S = blkdiag (Q4,P4).

The optimization problem can then be written as

I∗: = minimize
Î:

2 ( Î: ), (5.36)

which is equivalent to stating that some optimal variable(s) I∗ are sought that minimize the cost

function 2.

The addition of a so-called filter term, introduced in [14], can be used to help the problem in

two ways: 1) it penalizes large changes from the expected estimate; and 2) it adds a convex term

to the problem, which can help with solving a poorly conditioned, albeit convex, system. The

modified cost function is written as

2̄ = ℎ)Sℎ + d ‖Ĝ: − G6‖22 , (5.37)

where d is a non-negative number and G6 is the initial guess of the state(s).

It is at this point where further simplifications can be made to the system. When solving (5.37),

the states will be the optimization variable. This means that the optimization problem will search

for the optimal states Ĝ∗
:
, Ĝ∗
:−1, . . . , Ĝ

∗
:+" . If the desired horizon is long or there are several states,

the problem can become far too large to solve efficiently on-line. For example, if the horizon

" = −2 and there are three states, then there would be nine optimization variables (Ĝ: , Ĝ:−1, Ĝ:−2),

resulting in the need to invert a 9 × 9 Hessian on-line.

The way to make this problem more feasible entails several steps. The first is to declare that

the weighting matrix Q4 = 0–which says that the estimation problem relies exclusively on the

measurements and the model with no influence from the error dynamics, with S = R4–and to shift

the state equation to the constraints, i.e. make it a constrained optimization problem subject to the
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state-space model. This is written as

I∗ =
minimize

Î
ℎ̄ (H: , H:−1, D:−1, Î: )) R4ℎ (H: , H:−1, D:−1, Î: )

subject to G: = 5 (G:−1, D:−1, ?)
(5.38)

Then, the constraints can be substituted into the model to make it an unconstrained problem

again [30]. In the linear case, the state equation substituted into the measurement-based estimation

problem would be

G:−1 = A−1 (G: − BD:−1) , (5.39)

which allows for the problem to be described only in terms of the state G: . In this way, the state-

space model and its dynamics are imposed upon the system and the problem dimension reduced

significantly. As a consequence, the horizon " can be increased to an arbitrary length since the

problem will only depend on G: , though it is kept at a minimum for ease of computation. In this

case, the function ℎ (·) is redefined to be

ℎ̄ (H: , H:−1, D:−1, I: ) =

6 (G:−1, ?) − H:−1

6 (G: , ?) − H:

 = 0. (5.40)

5.3.3 Unconstrained RHE PMSM Formulation

Given that RHE is defined in discrete-time, the PMSM must be modelled in discrete-time as

well for study of the estimatability. The continuous-time models developed in section 5.1.2 can be

converted to discrete-time via the Euler discretization. Like in section 5.1.2, the analysis begins in

virtual flux and eventually applies the linearized PMSM model.

The receding horizon estimation formulation focuses exclusively on one phase current sensor

operation, as the two sensor case will always be estimatable. To simplify analysis, a concise

notation for transforming from 3@ to 012 directly can be adopted, i.e. 8 = QT+P−1 (\) 83@ =
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CP−1 (\) 83@. The transformation process can be simplified to

CP−1 (\) =
[
cos

(
\ − : 2c

3

)
, − sin

(
\ − : 2c

3

)]
, (5.41)

where : ∈ {0,1,2} and denotes what sensor is present. As a result, : = 0 means the phase A sensor

is present, whereas : = 2 means phase C is.

The discrete-time UV flux model of a PMSM is realized by applying a first-order discretiziation

to the continuous-time model defined in [57] and is written as

_UV,: = _UV,:−1 + )B
(
EUV,:−1 − 'B8UV,:−1

)
= _UV,:−1 + )BD̄UV,:−1 (5.42a)

\: = \:−1 + )Bl, (5.42b)

where EUV, 8UV and D̄UV are the UV voltages, currents and compensated terminal voltages, respec-

tively, applied to the PMSM; 'B is the per-phase stator resistance; \ andl are the electrical position

and speed, respectively, of the PMSM; and )B is the sampling period.

The PMSM model (5.42) is given in flux, whereas the measurements available are in current

(H:−1 = 8:−1, H: = 8: ). Conversion between current and flux can be achieved by way of the current-

flux map of the machine L and its inverse L−1, performed as _UV = L
(
8UV

)
and 8UV = L−1 (

_UV
)
,

respectively. Typically, the mapping L is known in 3@ and not UV, requiring an additional Park

transformation within the current-flux map function, such that _3@ = L
(
P (\) 8UV

)
and 83@ =

L−1 (
P (\) _UV

)
. To convert from 3@ to UV, an inverse Park transformation must be applied, i.e.

_UV = P−1 (\) L
(
P (\) 8UV

)
and 8UV = P−1 (\) L−1 (

P (\) _UV
)
.

Substituting (5.42) into (5.34) with the aforementioned caveats gives the ℎ function for the

PMSM in UV

ℎUV
(
8:−1, 8: , D̄UV,:−1, Î:

)
=


_̂UV,:−1 + )BD̄UV,:−1 − _̂UV,:

CP−1 (\:−1) L−1 (
P (\:−1) _̂UV,:−1

)
− 8:−1

CP−1 (\: ) L−1 (
P (\: ) _̂UV,:

)
− 8:


, (5.43)
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recalling the relationship with (5.34): 5 (G, D, ?) is the state equation of the PMSM in the UV frame

and 6 (G, ?) is the output equation of the state-space system. Simplifying the transforms applied

to the current-flux map per (5.41) yields CP−1 (\) L−1 (
P (\) _̂UV

)
= ŷ, such that ℎUV is taking the

difference Ĥ − H = ŷ − 8.

It is here where the aforementioned simplifications can begin to be applied to the problem.

In (5.43), it is seen that ℎUV is comprised of four states _̂UV,: and _̂UV,:−1, which requires the

estimation of four states. This is computationally difficult to achieve. The way to bypass this issue

is the two step process previously outlined and reiterated here. The first step is to shift the state

equation _̂UV,: = _̂UV,:−1 + )BD̄UV,:−1 to the constraints. The second is to substitute the constraint

into the problem. Starting with the first step, the optimization problem becomes

I∗: =
minimize

Î:
ℎ̄UV

(
8:−1, 8: , D̄UV,:−1, Î:

)) R4 ℎ̄UV
(
8:−1, 8: , D̄UV,:−1, Î:

)
subject to _̂UV,: = _̂UV,:−1 + )BD̄UV,:−1

. (5.44)

Subsequently, ℎUV becomes ℎ̄UV, which is defined as

ℎ̄UV
(
8:−1, 8: , D̄UV,:−1, Î:

)
=


CP−1 (\:−1) L−1 (

P (\:−1) _̂UV,:−1
)
− 8:−1

CP−1 (\: ) L−1 (
P (\: ) _̂UV,:

)
− 8:

 . (5.45)

As a result of this adjustment, N ∈ R(<+2A)×(<+2A) → N ∈ R2A×2A and ℎ ∈ R(<+2A)×1 → ℎ ∈

R2A×1. Then, substituting the state equation constraint into ℎ̄UV yields

ℎ̄UV
(
8:−1, 8: , D̄UV,:−1, Î:

)
=


CP−1 (\:−1) L−1 (

P (\:−1)
(
_̂UV,: − )BD̄UV,:−1

) )
− 8:−1

CP−1 (\: ) L−1 (
P (\: ) _̂UV,:

)
− 8:

 . (5.46)

From here, the receding horizon estimator in UV could be studied and implemented. However,

for commonality with other phase current observers [15, 133, 134] and the linear observer study

undertaken, a change to the 3@ model is made by recalling that _3@ = P (\) _UV. Furthermore,

a simplification is made by changing to a linear model by making the assumption that saturation
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does not occur and that the flux is linearly proportional to the current in the stator windings; i.e.

the current-flux map is

_3@ = L
(
83@

)
≈ L3@83@ + k3@, (5.47)

with L3@ = diag
( [
!3 , !@

] )
, a diagonal matrix of the 3- and @-axis inductances, respectively, of

the machine; and k3@, the 3@ flux of the permanent magnets, where k3@ = [k, 0]) .

Applying both the change to the 3@ model and the linearization of (5.47) changes (5.45) to

ℎ̄3@
(
8:−1, 8: , D̄3@,:−1, Î:

)
=


CP−1 (\:−1) L−1

3@

(
_̂3@,:−1 − k3@

)
− 8:−1

CP−1 (\: ) L−1
3@

(
_̂3@,: − k3@

)
− 8:

 , (5.48)

where _̂3@,: = (I − )Bl:−1J) _̂3@,:−1 + )BE3@,:−1 − )B'Bŷ3@,:−1, resulting from the discretization

and transformation of ¤_UV to ¤_3@, and J =
[
[0, 1]) , [−1, 0])

]
, which accounts for cross-coupling

effects between the two axes in the 3@ frame. In an attempt to simplify the problem, 'Bŷ3@,:−1 is

assumed to be small enough to neglect, allowing for the removal of an additional nested _̂3@,:−1

term from the formulation.

With the formulation finalized in 3@, it is beneficial to present how (5.34) became (5.48) by

specifying what the variables represent, as well as the size of each vector in the system. For

the PMSM drive system, there are two states and two next-step states (< = 2), the 3@ fluxes,

Ĝ:−1 = _̂3@,:−1 =
[
_̂3,:−1, _̂@,:−1

])
and Ĝ: = _̂3@,: =

[
_̂3,: , _̂@,:

])
, respectively; four parameters

(? = 4), ? =

[
!3 , !@, 'B, k

])
; two inputs (= = 2), the 3@ voltages, D:−1 = E3@,:−1 =[

E3,:−1, E@,:−1

])
; and one output (A = 1), the measured current H:−1 = 8:−1 and the next-step

measurement H: = 8: . Because only one phase current is measured every )B, ℎ ∈ R2×1, making

P ∈ R2×2.

The cost function with d term can then be written as

2̄ = ℎ)R4ℎ + d



_̂3@,: − _63@


2

2
, (5.49)
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where _6
3@

is the initial guess of the 3@ flux given by the state-space model, calculated as _6
3@
=

(I − )BlJ) _̂3@,:−1 + )BE3@,:−1, which is a constant value during the optimization and is updated

every sampling period. In effect, this suggests a region for the estimate based off of an open-loop

linear observer.

The block diagram of the system is given in Figure 5.1 and the block diagram of the receding

horizon estimator in Figure 5.12. In the diagram of the estimator, a steady state compensation

algorithm is added using proportional-integral controllers, as described in the following section.

CP
-1(θ)

i*
λdq 

idq

+

i

P(θ)C+ PI

+

-

z-1λdq
+ = (I - TsωJ)λdq + Tsvdq

Steady State Offset Compensation

Initial Estimate 

Generation

z
-1

ˆ
dq

λdq 

idq

îdq
*

dq

g

dq

θ ω i

z
-1

vdq

minimize c

subject to 

λdq
+
 = (I - TsωJ)λdq + Tsvdq

λdq
+ 

Figure 5.12: Block diagram of the one phase current sensor receding horizon estimator.

5.3.4 Steady State Error Compensation

In a practical system, the system’s parameters are often specified within a tolerance band and

can change even more during operation; for example, as the motor heats up. In lieu of a detailed

model, an integrator term has been added to the observer, whose purpose it is to compensate for

modelling errors. The compensator follows the same structure as the feedback loop of the linear

observer: the estimated 3@ currents are converted to their three-phase equivalents and only the one

being compared with the measurement is retained via ŷ = CP−1 (\) ŷ3@. Then, the difference be-

tween measurement and estimate is taken, giving the error signal 4 = 8− ŷ, which is converted to 3@

via the incomplete transformation 43@ =
(
CP−1 (\)

)+
4 = P (\) C+4012 and fed to the proportional-

integral (PI) compensator, generating the compensation signal. As a result of the incomplete 012

to 3@ transformation, sinusoidal oscillations at two times the fundamental frequency are injected

into the estimate, owing to (5.19). If the error is small, then these oscillations will also be small.
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This process is shown in the purple area of Figure 5.12.

A major benefit of using a PI compensator to perform steady state error compensation is that

a detailed current-flux map of a machine is not necessary, which is beneficial for industrial appli-

cations where a machine is not extensively characterized and nameplate parameters are primarily

employed. For applications where the machine is known well and a detailed current-flux map has

been obtained, then the PI compensator could be omitted and the steady state oscillations it injects

avoided.

The gains of the PI compensator were chosen to be in line with the Luenberger gains of the

linear observer. Because the value of the flux is an order of magnitude larger than the inductance

(k = 349.1mWb compared to !3 = 10.5mH), the integrator gain is chosen to be an order of

magnitude smaller than for the linear observer. Hence,  ? = 0.5 and  8 = 5.0.

5.3.5 Identifiability

The receding horizon analogue to observability is known as identifiability, which is the property

that the parameters of a system can be uniquely estimated from inputs and measurements. A system

is identifiable when the Jacobian is full column rank [31, 32, 33]. The identifiability can be studied

using the model of the system, like with observability.

Only the one sensor system is studied, as the two sensor system is always identifiable, which

was demonstrated with the linear observer. Identifiability and convexity are first studied for the

base case of the system, i.e. with no filter term added (d = 0). Once the estimator is understood

in full via Theorems 5.2 through 5.5, the filter term is added (d > 0) to augment the cost function,

with the benefit presented in Theorem 5.6.

Theorem 5.2. Let a motor drive have one current sensor on phase : ∈ {0,1,2}. The system is

identifiable if and only if l ≠ 0 and

2ΣΔ cos ()Bl + U) − 2!Σ!Δ)Bl cos
(
2\ − : 4c

3 + )Bl
)(

!2
Σ
− !2

Δ

) (
)2
B l

2 + 1
) ≠ 0,
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where !Δ = 1
2
(
!3 − !@

)
and !Σ = 1

2
(
!3 + !@

)
.

Proof. The Jacobian Jℎ is full rank if det Jℎ ≠ 0, where

det Jℎ =
23@ cos ()Bl + U) −

(
!2
3
− !2

@

)
)Bl cos

(
2\ − : 4c

3 + )Bl
)

2!2
3
!2
@

(
)2
B l

2 + 1
) .

Equivalence between statements can be shown by applying the following identities to det Jℎ:

!2
3
+ !2

@ = 2
(
!2
Σ
+ !2

Δ

)
, !2

3
− !2

@ = 4!Σ!Δ and !3!@ =
(
!2
Σ
− !2

Δ

)
. Furthermore, the trigonometric

identity 0 cos(G) − 1 sin(G) = 2 cos(G + U) is employed, where 2 =
√
02 + 12 and U = arctan

(
1
0

)
.

The 3@ terms are 03@ =
(
!2
3
+ !2

@

)
)Bl and 13@ = 2!3!@. Making the appropriate substitutions

and employing once more the same trigonometric identity, it can be shown that the ΣΔ terms are

0ΣΔ =
(
!2
Σ
+ !2

Δ

)
)Bl and 1ΣΔ =

(
!2
Σ
− !2

Δ

)
. Note that the denominator is irrelevant, as the term

!2
3
!2
@

(
)2
B l

2 + 1
)
=

(
!2
Σ
− !2

Δ

)2 (
)2
B l

2 + 1
)

is always non-zero; therefore, it does not impact the

determinant being equal to zero. �

Per Theorem 5.2, the most major difference between the linear current observer and the re-

ceding horizon virtual flux estimator is that the latter does not require anisotropy
(
!3 ≠ !@

)
for

estimation. Since excessive saturation of a PMSM can lead to isotropy
(
!3 = !@

)
, this becomes an

attractive property of the method; however, the tradeoff is that zero-speed operation becomes an

issue. This limitation can be overcome by use of signal injection, as in [14] and [132], or by adding

the filter term d to obtain the cost function (5.37). The latter approach is discussed in Theorem 5.6.

Corollary 5.2. With one current sensor present and l ≠ 0, the system is non-identifiable four

times over a 2c period.

Proof. This can be shown by setting det Jℎ = 0 and solving for \. Doing so yields the four non-
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identifiable positions

\1 =
1
2

(
arccos (G) + : 4c

3
− )Bl

)
(5.50a)

\2 = \1 + c (5.50b)

\3 =
1
2

(
2c − arccos (G) + : 4c

3
− )Bl

)
(5.50c)

\4 = \3 + c, (5.50d)

where G = 2ΣΔ cos ()Bl + U) (2!Σ!Δ)Bl)−1, with the same substitutions for 0ΣΔ, 1ΣΔ, 2ΣΔ and U

as in Theorem 5.2. �

The result of Corollary 5.2 can be plotted as well and is shown in Fig. 5.13. There is a strik-

ing resemblance between the determinant and zero level set of the Jacobian and the observability

matrix O shown in [92]. When comparing the non-observable and non-identifiable positions, both

methods return near-identical values, with the differences being attributable to the omission of the

stator resistance term 'B. These similarities give credence to the equivalency of the methods for

phase current estimation. The impact of omitting 'B will be discussed at the end of the identifia-

bility analyses.
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Figure 5.13: The determinant of the Jacobian Jℎ and its zero level set evaluated over position and
speed. (a) Determinant. (b) Zero level set.
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Convexity

Having shown that the formulation is identifiable under certain conditions, it next becomes

necessary to evaluate whether the system is convex, quasiconvex or non-convex. Convexity, or

the lack thereof, is important for not only being able to find a unique set of states that satisfy the

system, but also for being able to efficiently solve for them. Convexity is shown by first studying

the cost function (5.35), i.e. d = 0, before proceeding to make d > 0 and using (5.37).

Theorem 5.3. Let a motor drive have one current sensor on phase : ∈ {0,1,2}. The system is

always positive semi-definite.

Proof. The Hessian is defined as (5.31). It can be shown that, for any vector G, the following holds:

G)H2G = 2G)J)
ℎ
JℎG ≥ 0; hence, the system is always positive semi-definite. �

The system being positive semi-definite with respect to the Hessian means that it is not possible

to tell whether the function is convex or not, as det H2 = 0 means that the second derivative test of

the function is inconclusive. Strict convexity is when the Hessian is positive definite and guarantees

that a unique global minimum can be found. Theorem 5.4 discusses the necessary conditions for

strict convexity.

Theorem 5.4. Let a motor drive have one current sensor on phase : ∈ {0,1,2}. The system is

strictly convex when l ≠ 0 and the electrical position is not one of those listed in (5.50).

Proof. Because H2 = 2J)
ℎ
Jℎ, it follows that, when det Jℎ = 0, det H2 = 0. Thus, when l = 0 or

when the position is one of those listed in (5.50), det Jℎ = det H2 = 0 and the system is not strictly

convex. Therefore, l ≠ 0 and \ ≠ (5.50) result in det H2 > 0 and the system is strictly convex. �

The other case arising from the Hessian being positive semi-definite is when det H2 = 0. Be-

cause the second derivative test fails, alternative approaches must be used to determine the convex-

ity of the system. Theorem 5.5 discusses the details.

Theorem 5.5. Let a motor drive have one current sensor on phase : ∈ {0,1,2}. The system is

quasiconvex when l = 0 or \ = (5.50) (i.e. det H2 = 0).
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Proof. This can be shown by employing the bordered Hessian, defined in (5.32). When all leading

principal minors �: ≤ 0, the system is quasiconvex. The first and third leading principal minors,

i.e. �1 and �3, are both always zero; the second is �2 = − m2
mI1

m2
mI1

= −
(
m2
mI1

)2
≤ 0. Thus, all three

leading principal minors are ≤ 0 and the system is quasiconvex. �

Quasiconvexity is a beneficial property to have as it means the domain and its sublevel sets are

convex. What this implies is that the function may not be globally convex, but it is convex within

the region of operation and a minimum can be found.

Note that the system can be made strictly convex without restrictions by adding the filter term

and using the cost function (5.37). Through this modification, the observer is capable of uniquely

estimating the states _̂3@ without restrictions, which is a significant departure from the linear ob-

server. This point is elaborated upon in Theorem 5.6.

Theorem 5.6. Let a motor drive have one current sensor on phase : ∈ {0,1,2}. The system is

always strictly convex when employing the cost function of (5.37), i.e. the filter term is added.

Proof. Because the system under study is linear, the Hessian can be taken with respect to each

component of the cost function; i.e. H2̄ = H2 + Hd, where H2 is the Hessian of the original

cost function (5.35) and Hd is the Hessian of only the filter term. The sum of convex functions

is convex [30]; hence, since Hd is always convex, the resulting sum is convex and the problem

becomes always strictly convex. �

Theorem 5.6 can also be shown graphically by plotting the contours of the determinant of the

Hessian of the basic cost function (5.35) and the modified cost function (5.37), as in Figure 5.14

With d > 0, strict convexity becomes apparent.

In augmenting the cost function with the filter term, the system is made strictly convex and

all constraints on estimation eliminated. This changes the identifiability conditions previously

derived, as discussed in Corollary 5.3.

Corollary 5.3. The addition of the filter term to the cost function makes the system always identi-

fiable.
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Figure 5.14: The contours of det H2̄ with filter term (a) d = 0 and (b) d = 10. The system is strictly
convex with d > 0.

Proof. This follows from the definition of the Hessian, where H2 = 2J)
ℎ
Jℎ. Taking the determinant

of this gives det H2 = det
(
2J)

ℎ
Jℎ

)
= 2 det J)

ℎ
det Jℎ. Since det H2̄ ≠ 0, det Jℎ ≠ 0 and the system is

always identifiable. �

Impact of Unconstrained RHE Simplifications

The unconstrained RHE problem development underwent two major simplifications to make it

more feasible, but the meaning of these changes was not discussed in detail. For completeness, a

brief discussion is undertaken.

The first simplification was to set Q4 = 0 and to substitute the state equations into the resulting

ℎ̄ function. This had the benefit of reducing the problem order to the number of states = as opposed

the product of the states and horizon =×" . If these two simplifications were not made, the problem

would remain identifiable, albeit more complex. However, if only Q4 or P4 were set to zero–that is

to say, relying only on the states or only on the measurements with full problem order–would lead

to the problem being non-identifiable. In the case of the one phase current sensor PMSM drive

studied with " = −1, there would be four states needing estimated (_3@,: and _3@,:−1). With either

Q4 = 0 or R4 = 0, there would be four unknowns but only two equations; hence, the problem

would be underdetermined. This can be demonstrated by calculating the Jacobian, which would
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be a 2 × 4 matrix with maximum rank of 2. Because the system is identifiable only if it has full

column rank and the rank would be limited to 2 at most, the problem would be non-identifiable

without the substitution.

The second simplification was setting 'B = 0 to eliminate nested _3@ terms required by the

inverse flux mapping of 83@ due to the resistive loss of the stator windings 'B83@. This actually

has a fairly substantial impact, as the presence of the resistance term means that estimation with

zero speed is possible without the filter term. However, setting 'B = 0 and working around the

problems it introduces is overall beneficial, as the stator resistance can be very small, which would

lead to a poorly conditioned problem for motors other than the one used for the studies. Including

the stator resistance 'B, the zero level set of the determinant of the Jacobian resembles much more

closely the zero level set of the determinant of the linear observer’s observability matrix, as can be

seen in Fig. 5.15.

(a)

-3 -2 -1 0 1 2 3

 (rad)

-1000

-500

0

500

1000

 (
ra

d
/s

)

(b)

Figure 5.15: The determinant of the Jacobian Jℎ and its zero level set evaluated over position and
speed with 'B = 0.4Ω. (a) Determinant. (b) Zero level set.

5.3.6 Results

The receding horizon estimation approach is validated only for one sensor operation. Given

the similarities in estimatability results and overall formulation, two sensor RHE operation will
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not deviate significantly from two sensor linear observer operation. Simulation results are briefly

demonstrated to show problem feasibility before proceeding to experimentation.

The first simulation results, presented in Figure 5.16, demonstrate transient operation of the

PMSM drive with one sensor RHE with and without parameter error and with d = 10. Both a

speed step of # = 0RPM to # = 1400RPM and a torque step by changing 8@ = 0A to 8@ =

+10A are undertaken. Simulation results are similar to the linear observer, with the one sensor

RHE exhibiting more ringing and overshoot during the speed step but less during the torque step.

Given the similarities and overall good performance, the one sensor RHE can be safely brought to

hardware for experimentation.
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Figure 5.16: Simulated speed (# = 0 → # = 1400RPM at C = 0.01s) and torque (8@ = 0 → 8@ =

+10A, 83 = 0A at C = 0.30s) steps with and without observer parameter error and with d = 10.
(a) Speed step, no parameter error. (b) Torque step, no parameter error. (c) Speed step, parameter
error. (d) Torque step, parameter error.

The first step in experimental validation of the receding horizon estimator is how the system

handles speed steps. Results are given in Figure 5.17, where RHE with and without parameter

174



error and with d = 10 and d = 0.01 are shown when going from # = 600 → # = 800RPM.

Performance is slightly better with a smaller value of d, where the response is smoother and peak

currents reduced.
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Figure 5.17: Speed step (# = 600'%" → # = 800'%" at C = 5.0ms) experimental validation
with and without observer parameter error and with d = 10 and d = 0.01. (a) No parameter error,
d = 10. (b) No parameter error, d = 0.01. (c) Parameter error; d = 10. (d) Parameter error,
d = 0.01.

To validate dynamic torque performance, torque steps of )4 = ±26Nm (8@ = 0 → 8@ = ±10A,

83 = 0A) at # = 1400RPM were commanded, with positive torque (motoring mode) and negative

torque (generating mode) shown in Figure 5.18 and Figure 5.19, respectively. Like the linear

observer, oscillations are observed when the step is completed and are most pronounced with

parameter error present. Of note is that a low value of d benefits rise time, convergence time and

oscillation magnitude. This is because the initial guess term multiplied with d that is added to the

cost function is acting like a linear observer; hence, with large d, the overall performance is like

a linear observer. A small value of d guarantees convexity with the benefits of a receding horizon
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estimation approach. Moreover, even with a large value of d, RHE performs better than the linear

observer.
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Figure 5.18: Torque step (8@ = 0� → 8@ = +10�, 83 = 0� at C = 2.5ms) experimental validation
with and without observer parameter error and with d = 10 and d = 0.01. (a) No parameter error,
d = 10. (b) No parameter error, d = 0.01. (c) Parameter error; d = 10. (d) Parameter error,
d = 0.01.

To assess steady state tracking accuracy, the executed torque steps were left to rest for sev-

eral seconds before data was captured and exported for plotting. The results are shown in Figure

5.20 for motoring mode and Figure 5.21 for generating mode. Like the linear observer in one

sensor mode, the reference tracking is precise, with small oscillations in the measured 3@ cur-

rents coming from the C+4012 term in the feedback loop. By using a lookup table instead of a

proportional-integral compensator, these oscillations can be eliminated; however, this requires de-

tailed characterization of the machine, which is not typically done for industrial drives. The ability

to use nameplate parameters to control the electric machine well with only one current sensor

justifies using the compensator.
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Figure 5.19: Torque step (8@ = 0� → 8@ = −10�, 83 = 0� at C = 2.5ms) experimental validation
with and without observer parameter error and with d = 10 and d = 0.01. (a) No parameter error,
d = 10. (b) No parameter error, d = 0.01. (c) Parameter error; d = 10. (d) Parameter error,
d = 0.01.

While well-matched 3@ currents imply well-matched phase currents, it remains useful to check

them regardless. This is especially true because the PI compensator feedback is accomplished by

comparing the measured and estimated phase current and then converting the error signal to 3@

via the incomplete transformation. To demonstrate the accuracy of the phase current estimates,

current measurements with and without parameter error are shown Figure 5.22. The estimated

and measured phase currents are near identical in the steady state, even with severe parameter

error present, which was demonstrated in the 3@ waveforms as well. With the good quality results

demonstrated, the motor phase currents provided by the PMSM’s RHE could be fed to the ACM’s

LC filter estimation scheme and its estimation quality improved through low noise waveforms.

To quantify the steady state benefit of the one current sensor receding horizon estimator, the

RMS current ripple in the steady state is computed with d = 10 and d = 0.01 and compared with
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Figure 5.20: Steady state torque (8@ = +10�, 83 = 0�) experimental validation with and without
observer parameter error and with d = 10 and d = 0.01. (a) No parameter error, d = 10. (b) No
parameter error, d = 0.01. (c) Parameter error; d = 10. (d) Parameter error, d = 0.01.

the linear observer results provided in Table 5.2 and are provided in Table 5.3. The difference

between the two values of d is not large, most likely being attributable to sensor noise captured

in the instant. The difference between RHE and linear observers is also small. The similarity of

the three data sets indicates that the benefits of RHE are in terms of dynamic performance and

not steady state operation, owing to the faster convergence time of the estimator, which was also

demonstrated with the ACM.

Low and no speed operation is typically a challenging condition for electric drives. For the

receding horizon estimator, however, an additional dimension of difficulty is added due to the need

for non-zero speed (l ≠ 0) when d = 0, per Theorem 5.2. To show the ability of the receding

horizon estimator to operate under this challenging condition and to demonstrate the quality of

estimate and measurement, low speed (# = 15RPM, which is approximately 1% of the PMSM’s

rated speed) experiments are run with d = 10 and shown in Figure 5.23. Low speed, as opposed to
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Figure 5.21: Steady state torque (8@ = −10�, 83 = 0�) experimental validation with and without
observer parameter error and with d = 10 and d = 0.01. (a) No parameter error, d = 10. (b) No
parameter error, d = 0.01. (c) Parameter error; d = 10. (d) Parameter error, d = 0.01.

no speed, operation is shown because the experimental setup, namely the industrial VFD, does not

support torque applied at zero speed. The results show an excellent current estimate applied to the

control, with some oscillations in the measurements that arise from oscillations in the speed due to

Table 5.3: Experimental comparison of observer RMS current ripple with varying parameter error
at # = 1400RPM with one current sensor and different values of d.

Parameter Case
State Estimator

RHE, d = 10 RHE, d = 0.01 Linear

Table 5.1 Nominal 0.271 0.251 0.279
0.8!3 0.237 0.216 0.275
1.2!3 0.340 0.304 0.275
0.6!@ 0.289 0.392 0.275
1.4!@ 0.233 0.232 0.275
0.9k 0.305 0.286 0.275
1.1k 0.304 0.286 0.275
Table 5.1 Error 0.272 0.277 0.266
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Figure 5.22: Steady state phase current (8@ = +10A, 83 = 0A, resulting in 8?40: = 10A) experimen-
tal waveforms with and without observer parameter error and with d = 10. (a) No parameter error.
(b) Parameter error.

the industrial VFD.

The last comparison to be made with the linear observer is the computation time of the receding

horizon estimator. Like with the linear observer, the number of clock cycles from start to finish

of the algorithm were counted. The number of cycles was 900, equating to 4.5`s, which is three

times longer than the linear observer. However, this remains below the 10`s threshold automotive

manufacturers desire, meaning the method remains feasible.
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Figure 5.23: Low speed (# = 15RPM ≈ 1% rated speed) steady state torque (8@ = +10A, 83 =
0A) experimental validation with and without observer parameter error and with d = 10. (a) No
parameter error. (b) Parameter error.

5.4 Applicability of the Methods to the Induction Machine

The focus of observer study and validation was exclusively on the PMSM due to its prominence

in automotive applications. The next most popular electric motor for automotive and a preferred

one for industrial applications, the induction machine, can be modelled like a PMSM by applying

some assumptions [145]. The process by which this can be done is described in detail. In showing

this, the state estimation results for the PMSM can be used with the induction machine and the

usability of the methods studied extended, albeit with some dynamic performance degradation due
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to the required assumptions, which was also observed in [145].

Like the PMSM, the induction machine is typically described in the 3@ frame. The 3@ discrete-

time dynamic equations are

_B,3,:+1 = _B,3,: + )B
(
EB,3,: + lB_B,@,:

)
_B,@,:+1 = _B,@,: + )B

(
EB,@,: − lB_B,3,:

)
_A,3,:+1 = _A,3,: + )B

(
lB;8?_A,@,: − 'A8A,3,:

)
_A,@,:+1 = _A,@,: + )B

(
−lB;8?_A,3,: − 'A8A,@,:

)
,

(5.51)

where the subscripts B and A designate that the quantity is on the stator or the rotor, respectively;

' is the resistance of the windings; lB;8? is the difference in electrical angular frequency between

the stator and the rotor, i.e. lB;8? = lB − lA ; and E are the compensated terminal voltages, such

that EB,3,: = ĒB,3,: − 'B8B,3,: and EB,@,: = ĒB,@,: − 'B8B,@,: .

Like with the PMSM, the fluxes in the induction machine can be approximated with an affine

function. This gives

_B,3,: = !B8B,3,: + !<8A,3,:

_B,@,: = !B8B,@,: + !<8A,@,:

_A,3,: = !A8A,3,: + !<8B,3,:

_A,@,: = !A8A,@,: + !<8B,@,: ,

(5.52)

where !B and !A are the stator and rotor inductances, respectively, and !< is the mutual inductance

representing the coupling between the stator and rotor.

The first assumption is that rotor flux is aligned with the 3-axis of the stator for generating

maximum torque, meaning that _A,@ = 0. The second assumption is that, in the steady state, the

rate of change of the rotor flux is zero (i.e. ¤_ = 0 or, in discrete-time, _:+1 = _: ). Together, these

allow for the rotor currents, which are immeasurable quantities, to be determined and written as a
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function of the stator quantities that can be measured. The rotor currents are solved as

8A,3,: = −
1

)B'A

(
_A,3,:+1 − _A,3,:

)
= 0

8A,@,: = −
!<

!A
8B,@,: .

(5.53)

Knowing the rotor currents and their connection to the stator currents permits computation of

the stator fluxes, which are

_B,3,: = !B8B,3,:

_B,@,: =

(
!B −

!2
<

!A

)
8B,@,: = f!B8B,@,: .

(5.54)

These flux expressions can be linked to the PMSM, where !B can be considered the induction

machine analogue to !3 and f!B the analogue to !@. Thus, like the PMSM, a current-flux mapping

8UV = W
(
[_UV, \])

)
can be defined. Like with the PMSM, the linear case is studied; again, this

means that _ ∝ 8 and _3@ ≈ L3@83@ + k3@, where k3@ = 0 for the induction machine.

While not explicitly studied in this thesis, these assumptions are expected to lead to degradation

in dynamic performance. This was found to be the case when studying the position sensorless

problem for induction machines using these very same assumptions [145]. For motor current

estimation, a preliminary analysis for the linear observer, not discussed herein, indicated that the

assumptions would lead to temporary non-observability under transients. This makes sense as the

steady state operation assumption is invalidated.

5.5 Summary

This chapter applied the state estimation theory discussed in chapter 2 and first validated on the

autoconverter module in chapter 3. It was shown that the 3@ currents of a permanent magnet syn-

chronous machine could be estimated with a full and reduced sensor set. The ability to estimate the

currents enables a cost savings in exchange for small steady state oscillations and over/undershoot

when undergoing step changes with only one current sensor, even in the face of severe modelling
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error. Furthermore, the linear observers designed provided acceptable performance with only ma-

chine nameplate parameters, obviating detailed finite element and experimental characterization of

the machine, the latter of which is not normally done for industrial applications. Given that there

are millions of industrial drives worldwide, the estimation results are powerful.

In both full and reduced sensor operation, a special case of receding horizon estimation was

compared with the linear observer. While both estimation approaches perform similarly, RHE

sees slightly better performance whilst simultaneously providing additional design freedom for the

controller. Furthermore, RHE natively eliminates one of the estimation constraints–the need for

machine anisotropy–and, when augmented with an additional term, the problem becomes always

estimatable. With the same digital signal processor, the receding horizon estimator with horizon

" = −1 takes 4.5`s to execute, which is three times longer than the linear observer but well within

the typical automotive requirement of 10`s. Thus, in terms of relative tradeoff, RHE for PMSM

current estimation is not only feasible, but recommended.
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Chapter 6: Conclusions and Future Work

6.1 Summary

This thesis explored the use of state estimation to enable a modular power electronic converter

platform called the autoconverter module (ACM). It studied in detail two estimation schemes, the

widely-accepted Luenberger observer and the state-of-the-art receding horizon estimator (RHE),

and determined that RHE would provide the best combination of accuracy, noise rejection and

bandwidth. Using RHE, a high performance, high bandwidth model predictive controller for the

ACM was shown, which provides a basis for future research.

The ACM topology was used to realize a novel bidirectional non-isolated integrated fast charger

for electric vehicles that required only the addition of several low cost components. Using the

ACM’s topology, a monolithic control scheme was developed using PI controllers that employed

a novel three-phase zero sequence/common mode voltage controller. In controlling the common

mode voltage, leakage currents are attenuated that enable the removal of the bulky, costly and lossy

transformer that is normally required for electric vehicle charging applications when connected

to the power grid. When connected to the motor, the phase currents are filtered and the drive’s

efficiency increased; moreover, the motor leakage current and shaft voltage were reduced over 90%

relative to a standard drive, which will lead to an increase in motor drive lifetime with minimal cost

and effort. The integrated charger’s peak efficiency was 99.4% at and the efficiency at rated power

of 11kW was 98.4% in charging mode. In traction mode, the motor drive’s efficiency was increased

by 0.6% relative to a standard inverter at the motor’s rated power of 5kW.

Using the techniques studied and developed in chapters 2 and 3, linear Luenberger and reced-

ing horizon estimators were designed for the current estimation problem for motor drives. Both

estimators were capable of removing current sensors from a typical three-phase permanent magnet
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synchronous machine drive, enabling cost reductions and failsafe operating modes to be realized.

6.2 Contributions

Contributions from this thesis have been focused on three subjects: state estimation, power

electronics and motor drives.

6.2.1 State Estimation

High performance state estimation for the enabling of a modular power electronic converter was

presented. Using receding horizon estimation, a good tradeoff between accuracy, noise rejection

and bandwidth was achieved. These results were obtained with the ACM operating in a DC/DC

buck converter configuration. Because the topology is modular, the techniques developed can be

applied to a wide variety of converter topologies using the ACM.

For electric drive systems, the theory beyond the estimatability of a permanent magnet syn-

chronous machine drive with a Luenberger observer was broadened. Previous research had shown

that it was possible to estimate the motor states, the 3@ currents, but had not provided detailed

derivations or guarantees of stability. In this thesis, these were proven and the necessary condi-

tions for estimatability were provided, which will benefit motor drive design as a whole.

A second approach to the motor drive state estimation problem was developed using a mod-

ification of the receding horizon estimator to make higher performance estimation of the time-

varying problem possible. Conditions for estimatability were derived and it was shown that the

problem could always be estimated, which was an improvement upon the Luenberger observer.

The dynamic response of the system saw a small improvement with almost identical steady state

performance. Moreover, the implication of a faster estimation scheme is that the controller can be

pushed harder, as was seen in chapter 3. Therefore, greater PMSM drive control design flexibility

is made possible.

186



6.2.2 Power Electronics

Contributions to power electronics are focused on two subjects: the modularization of power

electronics and the development of a novel bidirectional non-isolated integrated electric vehicle

charger.

The former is an advancement of the power electronic building block concept, with the over-

arching goal being the realization of a software-defined power electronic system where multiple

converters are networked together to achieve a defined function. The standard power electronic

building block concept is not often networked together and suffers from rigidity in its application,

being optimally designed for a single application. The autoconverter module, on the other hand, is

optimally designed to for use in many applications. Therefore, the creation of a more flexible and

powerful modularized power converter was achieved.

The second contribution was the development of a novel bidirectional non-isolated integrated

smart fast charger. It leveraged the concept of the autoconverter module by paralleling three ACMs

together to form a three-phase inverter/rectifier. The way the filter capacitor in the module is

connected necessitated the development of a novel three-phase common mode voltage controller

to interface with AC systems, such as the power grid or an AC electric machine. The ability to

control the common mode voltage permits removal of the isolation transformer, which is a bulky,

costly and inefficient part of on-board chargers and dedicated charging stations. Requiring no

isolation, the charger could be integrated in the traction drive and the on-board charger obviated,

saving significant space and cost by reusing existing traction components. Using the ACM, United

States Department of Energy targets for efficiency and power density were exceeded.

6.2.3 Motor Drives

Applying the autoconverter module topology to a motor drive allowed for several benefits to be

seen. The first is in a filtration of the phase currents of the machine, which led to an increase in total

drive efficiency through the reduction of high frequency core losses. The second, and possibly most

important, was a significant reduction in leakage currents, which are closely linked to the bearing
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currents, and the shaft voltage, which is equivalent to the bearing voltage. By reducing the leakage

current and shaft voltage, bearing stresses can mitigated and the lifetime of an electric drive greatly

enhanced. This can provide significant benefit for the millions of motor drives used worldwide.

6.3 Future Work

Of the three major thrusts of this thesis, only one–modularized power converters–remains an

open subject, with state estimation and the bidirectional non-isolated integrated fast charger having

been brought to satisfactory conclusions. Modularized power converters have been an area of

research interest for some time and the contributions made by RHE have the potential to make the

autoconverter module a strong option for future power electronic converter designs. To achieve

this vision, there remain some hurdles to overcome:

• Control. While a basic model predictive control (MPC) has been demonstrated experimen-

tally, the key details of it–stability, robustness, etc.–have not been deeply studied. Work on

this subject is ongoing.

• Demonstrating more configurations. The autoconverter module was studied only for sin-

gle module DC/DC and DC/AC operation and three module three-phase AC/DC operation.

To realize the power of the concept, more topologies should be implemented; for example,

a single-phase AC/DC inverter with a full bridge topology, which requires two modules in

parallel. Preliminary simulations have shown the single-phase AC/DC inverter to be possible

and further research is currently ongoing.

• Networking. To effectively control power converters, especially those that are spatially

distributed, there needs to be a communications network to pass commands from the higher-

level controller defining the overall system configuration and operation to the lower-level

controllers that realize the commands. Research in this field is active, with many options

available [146, 147, 148, 149, 150].

188



• Miniaturization. One of the promises of a highly modularized power electronic system is

an overall reduction in system size, referred to as miniaturization. Work on further miniatur-

ization is currently ongoing.

Besides deeper work on the autoconverter module concept, there exist other avenues of future

research. Some suggestions are as follows:

• Long-term motor reliability enhancement assessment. Measurements obtained strongly

suggested motor reliability would be enhanced with the integrated charger topology using

paralleled ACMs and the common mode voltage control. Further measurements and a long-

term reliability assessment would be beneficial so as to make the benefits of the topology

more clear for industry adoption.

• Higher power levels for the integrated charger. The topology was demonstrated with high

efficiency up to a rated power of 11kW. It would be beneficial to increase the power to levels

be more in line with traction drives, e.g. 60+kW or 100+kW. Simultaneously, converter

efficiency increases can be explored.

• Higher phase count electric machine state estimation. The electric machine state esti-

mation of chapter 5 focused on a three-phase machine, which are popular in the automotive

field. Extension of the analysis to an arbitrary =-phase symmetrical and/or asymmetrical

machine to find the minimum number of sensors would make the methods applicable to a

greater number of systems.
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