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Abstract—This paper presents nonlinear optimization based
position and speed estimation scheme for IPMSM drives with
arbitrary signal injection generated by inherent switching rip-
ples associated with finite control set model predictive control
(FCSMPC). The existing standard sensorless techniques are not
suitable for FCSMPC which applies voltage vectors directly
to an electrical machine without a modulator. The proposed
method optimizes the nonlinear cost function derived from the
standard IPMSM model with respect to position and speed at
every sampling interval. This method can be applied to any type
of signal injection and hence an ideal candidate for sensorless
FCSMPC. In this method, the signal injection is needed only
to generate persistent excitation to maintain the observability
at low speeds. A strong persistent excitation is always present
with FCSMPC except at standstill where the control applies null
vector when the reference currents are zero. This situation is
overcome in this paper by introducing a small negative d axis
current at standstill. Thus, the proposed method can estimate
the position and speed over a wide speed range starting from
standstill to the rated speed without a changeover or additional
signal injection. This paper also presents detailed convergence
analysis and proposes a compensator for standstill operation that
prevents converging to saddle and symmetrical solutions, and
therefore also eliminates the well known ambiguity of π rad in
position estimation. The performance of the proposed sensorless
scheme is experimentally verified for a wide range of operating
conditions.

Index Terms—Permanent magnet machines, sensorless con-
trol, predictive control, optimization, cost function and Newton
method.

I. INTRODUCTION

THe model predictive control (MPC) was originally de-
veloped for process industries with a slow sampling rate,

however, it has been recently employed in power electronics
and motor drive applications with the support of fast, modern
processors [1]. The MPC with finite control set (FCSMPC)
is drawing more attention in motor drive applications as
compared to the continuous MPC as the latter needs more
computational resources to solve the nonlinear optimization
problem [2][3]. In FCSMPC, the cost function is minimized
for a finite number of control inputs which are essentially
inverter switching sequences for the motor drive applications.
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One of the well established examples of FCSMPC in motor
control is model predictive direct torque control (MPDTC) in
which torque and flux components are controlled separately
in αβ frame similar to the conventional direct torque control
[4][5][6]. In another version of FCSMPC, the currents are
controlled in dq frame to perform field oriented control, in
which the voltage vectors are chosen to minimize the error
between reference and predicted currents [7][8]. The control in
dq frame simplifies the mathematical formulation and becomes
convenient to add any objective to the cost function such as
MTPA and loss minimization [8], however control realization
in this reference frame requires the position information.

The standstill and low-speed position estimations are chal-
lenging as the system is not observable unless there is a
persistent excitation into the system [9]. The persistent ex-
citation is generally established by injecting high-frequency
signals such as sinusoidal, square, arbitrary and pulse vector
into the system. The responses of these injected signals are
utilized in extracting the position information in the standard
position estimation techniques. For instance, the demodulation
based techniques are applied to periodic continuous injection
like sinusoidal and square waves, and the current derivative
model based methods are employed for pulse vector injection
[10]-[14]. The aforementioned techniques can not be directly
applied for the sensorless FCSMPC as it does not have any
modulator to superimpose the injected signal with the funda-
mental excitation. There is an attempt to estimate the position
from the high frequency reactive power with demodulation
technique in [15], however the wide varying nature of the
arbitrary injection frequency associated with FCSMPC causes
difficulty in locking the filter and phase locked loop (PLL)
parameters. The cost function of the FCSMPC is modified
to superimpose the high-frequency sinusoidal signal along
with the control vectors in [16]. However, differentiating the
responses between the superimposed signal and the inherent
high-frequency vector is challenging as this method relies on
the standard demodulation.

The model based methods appear to be an effective solution
in literature for sensorless FCSMPC especially at standstill and
at low-speeds. A model based position and speed estimation
scheme with a second order observer consisting of a PLL and
feed forward loop is presented in [17]. This method works
for a wide speed range except at very low speed close to the
standstill as there are transients in the convergence. A model
based method for FCSMPC with specially simplified model
equations is introduced in [18]. The results are promising
except for the 12 electrical degree oscillations in position at
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nominal load. The reduced order extended Kalman filter is
employed to estimate the position and speed in [19]. This
method works for low and high speeds, however there is
a position error at steady state up to 22 electrical degree.
The sensorless scheme based on extended mean admittance is
presented in [20]. The position and speed show phase advances
in this method due to load-dependent saliency displacement,
and the oscillation in position at standstill is about 10 electrical
degree. The model based methods for medium and high speeds
are well established in literature and it is less challenging
as there is a strong back emf component which provides
position information. In contrast, it is still an open problem
for refinements for FCSMPC at low speeds.

In [21], nonlinear optimization based technique is applied
to estimate the position and speed for an IPMSM drive with
vector control and sinusoidal injection. This paper applies the
similar technique to IPMSM drive with the arbitrary signal
injection generated by inherent switching ripples associated
with FCSMPC. The influence of switching ripples at different
operating points on the accuracy of the estimation are an-
alyzed with experimental results to verify the suitability of
the proposed method in this paper. The detailed convexity
analysis with the help of leading principle minors is also
included. This analysis provides insights into saddle and
symmetrical solutions and helped to propose a compensator
for standstill operation that prevents converging into those
undesirable solutions. This compensator also functions as an
integrated polarity detector thereby avoiding inclusion of any
additional techniques to eliminate the well known ambiguity
of π rad in position estimation. The position estimation at
standstill condition for FCSMPC is problematic as the control
applies null vector when the current references are zero
causing nonexistence of persistent excitation. It should be
noted that the standstill performance of sensorless FCSMPC
is not presented in [15]-[18]. In [19] and [20], there is a high
frequency injection for estimating the position at standstill
with no load. In this paper, a small constant negative d axis
reference current is applied only at standstill to produce the
switching ripples which enables position estimation even at no
load.

The proposed sensorless technique presented in this paper
is capable of estimating position and speed over a wide
speed range starting from standstill to the rated speed without
any changeover or additional signal injection. This technique
optimizes the nonlinear cost function derived from the standard
IPMSM model in the estimated reference frame (δγ) with
respect to position error and speed. The optimization in δγ
is equivalent to αβ where the former is chosen only for
the sake of simplicity in the convergence analysis. Newton
minimization along with golden section line search is em-
ployed as the nonlinear optimization solver in this paper. The
optimal position error solution from the optimizer is fed to a
standard PLL to track the position. The experimental results
are presented for speed-torque reversals, and speed sweep
from standstill to high speed to verify the performance of the
proposed sensorless FCSMPC.

The rest of the paper is organized as section II describes
the details of formulating the nonlinear optimization, and in

section III, the convergence analysis is discussed. Section IV
presents the proposed compensator for saddle and symmetrical
solutions and section V provides the details of the sensorless
FCSMPC scheme. The experimental setup and the results are
presented in section VI, and section VII concludes the paper.

II. NONLINEAR OPTIMIZATION

The cost function is formulated in the estimated reference
frame (δγ) which rotates with estimated velocity (ω̂) and
displaced from the dq frame with an estimated angle difference
ϑ̂. The mathematical model of IPMSM in δγ is essentially
derived from the machine model in dq, i.e.

ṽdq = Ldq i̇dq +TLdqωidq + qωψ. (1)

where ṽdq = vdq − Ridq, is the voltage vector in dq
compensated with resistive drops Ridq, idq is the current
vector in dq, T = [[0, 1]′, [−1, 0]′], Ldq = [[Ld, 0]

′, [0, Lq]
′],

Ld and Lq are d and q inductances, ω is electrical angular
speed, ψ is permanent magnet flux linkage, and q = [0, 1]′.

The IPMSM model in δγ frame, found by transforming
ṽdq = Pṽδγ , idq = Piδγ , and i̇dq = Pi̇δγ −TPωiδγ , is

ṽδγ = Lδγ i̇δγ +TLδγω̂iδγ + q̃ω̂ψ. (2)

where P = [[cos ϑ̂, − sin ϑ̂]′, [sin ϑ̂, cos ϑ̂]′], Lδγ = P̃L∆ +
LΣI, L∆ = (Ld − Lq)/2, LΣ = (Ld + Lq)/2, P̃ =
[[cos 2̂, sin 2ϑ̂]′, [sin 2ϑ̂, − cos 2ϑ̂]′], I = [[1, 0]′, [0, 1]′], and
q̃ = [− sin ϑ̂, cos ϑ̂]′. Equation (2) can be expressed as a
function, i.e.

h = Lδγ i̇δγ +TLδγω̂iδγ + q̃ω̂ψ − ṽδγ . (3)

The function (3) is discretized by the forward Euler method
and the proposed cost function is

fk = ∥hk∥22+κ1(ϑ̂k − ϑ̂k−1)
2 + κ2(ω̂k − ω̂k−1)

2, (4)

where hk is the discrete function of (3), ∥hk∥22 is the square
of the two norm of hk, κ1 and κ2 are the heuristically tuned
constants. The second and the third terms in the cost function
are added to reduce the ripples in optimal solution that orig-
inates from the noise in the current feedback measurements.
The cost function (4) is optimized with respect to ϑ̂ and ω̂ at
every sampling interval.

minimize
ϑ̂, ω̂

fk.

This paper employs Newton minimization along with
golden-section line search as the optimization solver. New-
ton’s method guarantees quadratic convergence as long as the
convergence trajectory is confined within the convex region,
which can be achieved with a warm-start initialization and
by incorporating a line search to ensure a descent direction
for each iteration [22]. The iterative optimization algorithm is
carried out within a sampling interval as

∆xnk = − J(xn−1
k

)

H(xn−1
k

)

minimize
ξ

f(xn−1
k + ξ∆xnk )

xnk = xn−1
k + ξ∆xnk

(5)
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where xk = [ϑ̂k, ω̂k]
′, ∆xnk is Newton direction of the

kth sample and nth Newton iteration, H is Hessian, and
J is Jacobian. The line search step length (ξ) is found by
the intermediate optimization (golden-section [23]), which
essentially finds ξ resulting from

f(xn−1
k + ξ∆xnk ) < f(xn−1

k ).

The steps in (5) are repeated until J(xk) ≤ η (an acceptable
minimum). The value of η is chosen to reduce the number
of iterations without compromising on the accuracy of the
solution. The number of iterations is further reduced in this
application as there is always a warm initialization except
for the initial sample. This is true from the fact that, the
initialization for the kth sample is the solution from k − 1th

sample, and the variations between these adjacent samples are
marginal. It is also worthwhile to note that a compensator is
proposed in this paper for the initial sample at the start-up to
avoid wrong convergence.

III. CONVERGENCE ANALYSIS

There is a global minimum if the cost function is convex
and the solution converges to this minimum as long as the
convergence trajectory is confined within the convex region.
Therefore, analyzing the convex region is the fundamental part
of the convergence analysis. One of the approaches to find
the convex region of the cost function is with the help of
the leading principal minors of its Hessian matrix [24]. This
approach is convenient in developing analytical conditions for
the convexity. The Hessian of the cost function (4) is

H =

[
2h′hϑ̂ϑ̂ + 2h′

ϑ̂
hϑ̂ + 2κ1, 2h

′hϑ̂ω̂ + 2h′
ϑ̂
hω̂

2h′hϑ̂ω̂ + 2h′
ϑ̂
hω̂, 2h′

ω̂hω̂ + 2κ2

]
(6)

where hϑ̂, hϑ̂ϑ̂, hω̂ , and hϑ̂ω̂ are the first and second order
derivatives of h with respect to ϑ̂ and ω̂, and their expressions
are

hϑ̂ = 2L∆T(P̃i̇δγ +TP̃ω̂iδγ) + ψω̂Tq̃

hϑ̂ϑ̂ = 2Thϑ̂
hω̂ = TLδγiδγ + q̃ψ

hϑ̂ω̂ = 2L∆TTP̃iδγ + ψTq̃

and the Jacobian is

J = [2h′hϑ̂ + 2κ2(ϑ̂− ϑ̂i), 2h
′hω̂ + 2κ2(ω̂ − ω̂i)]

′ (7)

where ϑ̂i and ω̂i are the initial values (from the preceding
sample).

Hessian (6) has two leading principal minors

m1 = h11

m2 = |H|
(8)

where h11 is the first element and |H| is the determinant of
H.

The required conditions for the convexity are [24]

m1 > 0 and m2 > 0 (9)

The values of ϑ̂ and ω̂ at the boundary of the convexity
region can be numerically found by solving m1 = 0 and

m2 = 0. In addition to those actual values, this paper presents
the simplified analytical expressions for the leading principal
minors in order to arrive the conditions for the convexity. The
simplification is carried out only for the sake of convergence
analysis, and the actual Hessian (6) and the cost function
(4) are used for optimization. The simplification is carried
out by neglecting the less significant terms from the original
expressions for low speed and high speed cases.

A. High Speed Convergence Analysis

The back emf is the major component in the original leading
principal minors (8) at high speed and therefore the current
terms (i̇δγ , iδγ) are neglected to find the simplified expressions
for analyzing the convex region. Thus, the first simplified
principle minor is derived as

mh
1 = 2ψω̂|vδγ |cos(ϑ̂+ tan−1 vδ

vγ
), (10)

where superscript h indicates high speed, and the first convex-
ity condition by applying mh

1 > 0 is

tan−1 vδ
vγ

− π
2 <

tan−1 vδ
vγ

− π
2 >

}
ϑ̂

{
< tan−1 vδ

vγ
+ π

2 for ω̂ > 0

> tan−1 vδ
vγ

+ π
2 for ω̂ < 0

(11)

Similarly the second principle minor is derived as

mh
2 = 4ψ2

[
m1

2
− |vδγ |2sin(ϑ̂+ tan−1 vδ

vγ
)2
]

(12)

and the second convexity condition by applying mh
2 > 0 is

ω


>

|vδγ |sin(ϑ̂+tan−1 vδ
vγ

)2

2ψ cos(ϑ̂+tan−1 vδ
vγ

)
, for dh > 0

<
|vδγ |sin(ϑ̂+tan−1 vδ

vγ
)2

2ψ cos(ϑ̂+tan−1 vδ
vγ

)
, for dh < 0,

(13)

where dh is the denominator 2ψ cos(ϑ̂+ tan−1 vδ
vγ
) in (13).

The convex region at high speed is plotted based on the
approximated (11, 13) and the original conditions (8) for the
reference IPM machine (see Table I for the machine details)
along with its cost function at 314 rad/s (600 rpm), iq =
2 A, id = 0 A, and i̇d = i̇q = 0 A in Fig. 1. It is shown
that the difference between the original and the approximated
convex regions is negligible. Moreover, the cost function is
odd symmetric and has four equilibrium solutions∣∣∣∣∣∣

s1 : (ϑ̂o, ω̂o) s3 : (ϑ̂o +
π

2
, 0)

s2 : (ϑ̂o − π,−ω̂o) s4 : (ϑ̂o −
π

2
, 0).

The solution s1 is the optimal solution and ϑ̂o and ω̂o are
the optimal values of ϑ̂ and ω̂ . The solutions s3 and s4 at
ω̂ = 0 are saddle solutions. The symmetrical solution s2 is
shifted by π rad from the optimal solution. The non-convex
region in Fig. 1 is not concave (m1 < 0, and m2 > 0) [24]
and therefore it is a saddle region where neither minimum nor
maximum exists.

Fig. 1 also shows the convergence trajectories of Newton
iterations starting from different initial conditions. The inter-
mediate trajectories by line search is omitted in the plot. The
trajectories with their starting points in the convex region are
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Figure 1. The contour plot of the cost function (f ), convex region, and the
convergence trajectories for the high speed case.

converged to the optimal solution. The iterations with initial
ω̂ having opposite sign as compared to ω̂o also converge to
the optimal solution as long as the initial ϑ̂ is close to ϑ̂o.
Otherwise, the iterations converge to either symmetrical or a
saddle solution (s3/s4) depending on the location of the initial
condition. All the trajectories in Fig. 1 are converged within
three Newton and six line search iterations.

B. Low Speed Convergence Analysis

The current derivative term is the major component in the
original leading principle minors (7) at low speed because its
value is kept high (by signal injection or by inherent switching
ripples) to provide persistent excitation to meet the well known
observability condition for IPMSMs [9]. Thus, it enables to
neglect the terms with iδγ from the original leading principal
minors to find the simplified expressions for analyzing the
convex region. The first simplified leading principle minor for
the low speed case is

ml
1 = 2ψω̂(a+ b)− 8L2(c− LΣd), (14)

where,

a = |vδγ |cos(ϑ̂+ tan−1 vδ
vγ

)

b = |i̇δγ |cos(ϑ̂+ tan−1 i̇δ

i̇γ
)(L∆ − LΣ)

c = |i̇δγ ||vδγ |cos(ϑ̂+ tan−1 vδ
vγ

+ tan−1 i̇δ

i̇γ
)

d = |i̇δγ |cos(2ϑ̂+ 2 tan−1 i̇δ

i̇γ
)

where superscript l indicates low speed, and the first convexity
condition by applying ml

1 > 0 is

ω

{
> 8L∆(c−LΣd)

2ψ(a+b) , for dl > 0

< 8L∆(c−LΣd)
2ψ(a+b) , for dl < 0,

(15)

where dl is the denominator 2ψ(a+ b) in (15). Similarly the
simplified expression for the second leading principle minor

for the low speed case is

ml
2 = 2ψ2

[
m1 − 2(a+ b)2

]
, (16)

and the second convexity condition by applying ml
2 > 0 is

ω

{
> 8L∆(c−LΣd)+2(a+b)2

2ψ(a+b) , for dl > 0

< 8L∆(c−LΣd)2+(a+b)2

2ψ(a+b) , for dl < 0
(17)

According to the conditions (15) and (17), the cost function
for the surface permanent magnet machines is not convex at
ω̂ = 0 as L∆ = 0. For IPMSMs, at least one current derivative
must be nonzero to maintain the convexity.

The convex region at low speed with the help of ap-
proximated (15, 17) and the original (8) conditions along
with the cost function for the reference IPMSM at 0 rad/s,
i̇γ = 10000A/s, i̇γ = 1000 A/s, iδ = 0 A, and iγ = 2 A are
plotted in Fig. 2. The difference between the approximated
and the original convex regions is negligible. Moreover, the
convex boundaries by two approximated conditions (15) and
(17) are overlapped. The cost function is odd symmetric and
has four equilibrium solutions∣∣∣∣∣∣

s1 : (ϑ̂o, ω̂o) s3 : (ϑ̂o +
π

2
, ω̂s)

s2 : (ϑ̂o − π,−ω̂o) s4 : (ϑ̂o −
π

2
,−ω̂s),

where ω̂s is the angular speed at the saddle solutions s3 and
s4. The solution s1 is the optimal solution and s2 is the
symmterical solution shifted by π rad from ϑ̂o.
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Figure 2. The contour plot of the cost function (f ), convex region, and the
convergence trajectories for the low speed case.

Fig. 2 also shows Newton trajectories without intermediate
solutions by line search. All the trajectories started within the
convex region are converged to the optimal solution except
those near the saddle or symmetrical points as shown in Fig. 2.
Similar to the high speed case all the trajectories are converged
within three Newton and six line search iterations, and the
non-convex region is not concave but the saddle region.

IV. COMPENSATOR DESIGN

The position error solution by nonlinear optimization is
more susceptible to saddle and symmetrical convergence at the
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start-up of the operation as the initial conditions are unknown.
If the initial speed is kept as zero, which is true at the start-
up, the narrow convex region at ω̂ = 0 also increases the
possibility of wrong convergence as in Fig. 2. Therefore,
this paper focuses on designing a compensator only for the
start-up from standstill. Once the correct standstill position
is known, then the compensator is removed for the further
operation. The compensation for the symmetrical solution is
essentially the compensation for the opposite magnetic polarity
and therefore the proposed compensator is also an integrated
polarity detector.

If the solution has converged to saddle points at standstill,
then the speed solution is nonzero according to Fig. 2. If
the speed solution is zero then the solution is either optimal
or symmetrical. The angular distances from the symmetrical
and the saddle solutions to the optimal solution are π and
π
2 respectively. The compensator is designed based on these
convergence characteristics. The proposed compensator, as
illustrated in Fig. 3(a) detects whether the speed solution is
zero, positive or negative. If the speed is positive/negative
then the algorithm chooses path-2/path-3 and subtracts/adds
π
2 to correct the saddle solution to the optimal solution. The
algorithm chooses path-1 if the speed is zero then adds π

2 to
force the solution to a saddle point and runs the algorithm once
again to move the saddle solution to the optimal solution.

Figure 3. (a) Compensation flow chart, and (b) compensation trajectory.

V. SENSORLESS FCSMPC SCHEME

The complete block diagram of the sensorless FCSMPC
scheme is depicted in Fig. 4. The scheme consists of the non-
linear optimization based estimator which provides estimated
position and speed to FCSMPC. FCSMPC generates voltage
vector which produces minimum cost and then applies to the
IPMSM via voltage source inverter (VSI). The details of the
estimator and FCSMPC are provided in the following sections.

A. Position and Speed Estimator
The nonlinear optimization of the cost function (4) in δγ

frame finds the optimal position difference ϑ̂o. The estimated

Figure 4. The complete block diagram of the sensorless FCSMPC.

position θ̂ is found by feeding ϑ̂o into a PLL as shown in
Fig. 5. The compensator for saddle and symmetrical solutions
is executed only at the start-up from standstill and it is
disconnected for the remaining operation. The estimated speed
ω̂ is the output of the discrete filter.

Figure 5. Nonlinear optimization based position and speed estimator.

B. FCSMPC

The finite control set model predictive control for the pro-
posed sensorless scheme is performed in δγ frame. Therefore,
the voltages and the feedback currents from abc frame are
transformed into δγ frame based on the estimated position θ̂ as
shown in Fig. 6. The transformed current iδγ,k is compensated
for one sampling delay to account for the time difference
between the measurement and the application of the control
action [18]. The compensated current iδγ,k+1 is found from
the discrete IPMSM model (2). The seven predicted currents
inδγ,k+2 corresponding to seven voltage vectors vn, where n =
[1, 2, ..7], are also found from the IPMSM model. The seven
voltage vectors correspond to seven states of the two level
inverter. The cost function for the FCSMPC is the difference
between the reference currents and the predicted currents, i.e.

fnc = (i∗δ − inδ,k+2)
2 + (i∗γ − inγ,k+2)

2. (18)

where i∗δ and i∗γ are the reference currents. The voltage vector
which produces the minimum cost is then applied to IPMSM
via voltage source inverter.

VI. EXPERIMENTAL VALIDATION

The proposed position estimation technique was experi-
mentally validated for the reference IPMSM with the details
given in Table I. The tests were conducted in the motor
dyno which is shown in Fig. 7. The dyno consists of an
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Figure 6. FCSMPC scheme.

induction motor with the Yaskawa drive. The motor control
and position estimator algorithms for the reference IPMSM
are implemented in MicroAutobox II. The controllers are
configured to run the IM in speed control and the IPMSM
in current control. The sampling frequency is kept at 10kHz.

Table I
THE DETAILS OF THE REFERENCE IPMSM

Details Values
Number of poles 10
Rated current 9.4 A
Rated torque 29.7 Nm
Rated speed 700 rpm
d axis inductance 11 mH
q axis inductance 14.3 mH
PM flux linkage 333.3 mWb
Stator resistance 400 mΩ
DC link voltage 300 V

Figure 7. Motor dyno setup.

A. Standstill Performance

The FCSMPC injects null voltage vector at standstill when
the reference currents (i∗δ and i∗γ) are zero and essentially stops
persistent excitation. In this situation the position becomes not
observable [9]. In order to overcome this situation, a negative
reference current (−1 A) is applied in δ axis. The measured
currents at standstill with zero reference currents and only
−1 A in δ axis are shown in Fig. 8 (a) and (b) respectively.
The current measurement with zero reference currents contains
only noise in (a) and that with i∗δ = −1 A shows the switching
ripples in (b).

0 0.5 1 1.5 2
−2

−1

0

1

0 0.5 1 1.5 2
−2

−1

0

1

Time, s Time, s(b)(a)

Figure 8. The measured δγ currents at standstill: (a) i∗δ = 0 A and i∗γ = 0
A, and (b) i∗δ = −1 A and i∗γ = 0 A.

The position estimation at standstill with i∗δ = −1 A and
i∗γ = 0 A is shown in Fig. 9. The position error (ϑ̂o) is 1.5
rad at the open loop and the estimated position (θ̂) is zero
as the PLL is not in action. At the closed loop, the PLL
takes the position error to zero irrespective of whether it is an
optimal, saddle or symmetrical solutions however the wrong
convergence can be reflected in the estimated position θ̂. In
Fig. 9 (a), the solution is a symmetrical solution as there is a π
shift from the actual position (θact). At 4 s, the compensator
comes into action as shown in Fig. 9 (b) and the estimated
position converges to the actual position. The time 4 s to
start the compensation is chosen only for the demonstration
however in the actual sensorless operation the compensation
begins at the start-up.
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n
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Figure 9. Position estimation at standstill with i∗δ = −1 A and i∗γ = 0 A:
(a) open loop till 0.4 s and then closed loop (b) the compensator in action at
4 s.

B. Speed Transient Performance

The speed transient performance of the proposed nonlinear
optimization based sensorless FCSMPC is validated by con-
ducting the speed reversal and sweep tests. The performance
of the speed reversal tests at 50 rpm with no load and 50%
rated load are shown in Fig. 10. The steady state position error
for the case of no load is 0.03 rad and that for the half rated
load is 0.14 rad. The increased error with loading attributes to
the deviation from the nominal inductances by saturation. The
steady state position error values from both the tests are close
to the nonlinear optimization based sensorless vector control
presented in [21]. The transient performance at no load case
is also comparable with [21] however the position error at
half the rated load decreases at the transition period. This is
due to the fact that the estimated position while generating
in Fig. 10(e-h) is below the actual position, and when the
machine transitions to motoring, the estimated position moves
close to the actual as the estimation response is slower than
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the system. The same test at 50 rpm and half the rated load is
repeated for the transition from motoring to generating with a
positive load current as shown in Fig. 11(a-b). For this case,
the magnitude of the steady state position error is as same
as in Fig. 10(e) however the estimated position is higher than
the actual. Therefore, when the machine slows down at the
transition to generation the actual position falls further below
the estimated position causing higher position error at the
transient. In both the cases the nonlinear optimizer estimates
the position error promptly and PLL takes the estimated
position back to its steady state value.
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Figure 10. Experimental speed reversal performance of sensorless FCSMPC
at 50 rpm: (a)-(d) at no load, and (e)-(h) at 50% rated load.

The steady state position error at higher loads for the
nonlinear optimization based sensorless vector control reduces
considerably with increase in the speed as the back emf
component becomes dominant [21]. The steady state position
error at 100 rpm and half the rated load for the nonlinear
optimization based sensorless vector control is 0.08 rad (see
Fig. 11(f)) which is 0.05 rad smaller as compared to the sen-
sorless FCSMPC at the same operating condition (Fig. 12(b)).
The current dynamic component is prominent as compared to
the back emf term for the case of FCSMPC at 100 rpm due to
the presence of high frequency switching ripples, and therefore
the steady state error due to the core saturation appears. On
the other hand, the switching ripples with FCSMPC helps
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Figure 11. Experimental speed reversal performance at 50% rated load: (a)-
(d) for sensorless FCSMPC with transition from motoring to generation at
50 rpm, and (e)-(h) for sensorless vector control at 100 rpm.

to improve the transient performance at the speed reversals
by maintaining the observability at lower speed as compared
to the sensorless vector control as shown in Fig. 11(f) and
Fig. 12(b). The back emf term becomes dominant over the
current dynamic component at 200 rpm for the FCSMPC and
therefore the position error decreases by 0.06 rad as shown in
Fig. 12(f) as compared to 100 rpm in Fig. 12(b). The position
error is smooth at 200 rpm as compared to the lower speeds as
the effects of current measurement noise reduces with increase
in the back emf. Moreover, the current is steady at the speed
transition for the case of FCSMPS as it has inherently fast
response as compared to the vector control.

The steady state position error at the full rated load is
increased by 0.105 rad as shown in Fig. 13 (a-b) as compared
to the half rated load. However, that for the full load to
150% rated load, it is increased by only 0.05 rad as shown in
Fig. 13(e-f). This shows that at 150% rated load the core is
close to the complete saturation and the sensorless FCSMPC
is stable with a large variations in the inductance.

The speed sweep from standstill to half the rated speed (350
rpm) and back within 150 ms are conducted to validate the
performance of the nonlinear optimization based sensorless
FCSMPC subjected to large speed transients. The results with



8

0 0.15 0.3 0.45
0

1

2

3

4

5

6

−120

−70

−20

30

80

120

0 0.15 0.3 0.45

−6

−4

−2

0

0 0.15 0.3 0.45

P
o

si
ti

o
n

, 
ra

d

Time,s

Time,s

Time,s

S
p

ee
d

, 
rp

m

(b)

(c)

(d)

0 0.075 0.15 0.225 0.3
0

2

4

6

P
o

si
ti

o
n

, 
ra

d

−0.1

�0.025

0.05

0.125

−240

−140

−40

60

160

240

0 0.075 0.15 0.225 0.3

S
p

ee
d

, 
rp

m

Time,s(f)

−7

−5

−3

−1

1

0 0.075 0.15 0.225 0.3
Time,s(h)

Time,s(g)

P
o

si
ti

o
n

 e
rr

o
r,

 r
ad

Time,s(a)

0 0.15 0.3 0.45
−0.1

�0.025

0.05

0.125

(e) Time,s

P
o

si
ti

o
n

 e
rr

o
r,

 r
ad

0 0.075 0.15 0.225 0.3

Actual
Estimate

Actual
Estimate

Actual
Estimate

Actual
Estimate

Figure 12. Experimental speed reversal performance of sensorless FCSMPC
at 50% rated load: (a)-(d) at 100 rpm, and (e)-(h) at 200 rpm.

25% rated load are presented in Fig. 14 (a-d) for the FCSMPS
and in (e-f) for the vector control. The reference δ axis current
to produce the persistent excitation at standstill as mentioned
in section VI A is not required for this case as the γ axis
reference current is set at −2.5 A to produce the torque. On
the other hand, a 500 Hz and 70 V sinusoidal injection is
applied for the vector control till 50 rpm. The position error at
the standstill for FCSMPC is 0.03 rad which is same as the no
load case and that means that the core is not saturated at 25%
rated load. The standstill position error for the vector control is
0.075 rad which is close to the value presented in [21]. The low
standstill position error for the FCSMPC attributes to the large
switching ripples. The position errors at the transient state for
both the control methods are close except 0.05 rad reduction
in the peak value when the speed rises for the FCSMPC as
compared to the vector control.

The experimental validation of proposed sensorless scheme
at very high speed (say >10000 rpm) is limited by the speed
rating (700 rpm) of the reference machine. However, the
proposed scheme can also be applied to high speed machine
by retuning the parameters. High value of the regularization
constants (κ1 and κ2) deteriorates the estimation at very high
speed and therefore the values need to be retuned. The speed
dependent machine parameters viz., winding resistance and

core loss also influence the estimation performance at very
high speed. The variation of the winding resistance has less
significance on the estimation accuracy as discussed in section
VI D, and the influence of the core loss is kept out of the scope
from the present paper as it requires an elaborate treatment of
the IPMSM model.
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Figure 13. Experimental speed reversal performance of sensorless FCSMPC
at 100 rpm: (a)-(d) at the full rated load, and (e)-(h) at 150% of the rated
load.

C. Torque Transient Performance

The torque reversal tests are conducted to validate the
transient performance of the nonlinear optimization based
sensorless FCSMPC for the large torque variations. The tests
results at 100 rpm and the full rated load for the FCSMPC are
compared with the vector control in Fig. 15. The steady state
position error for the FCSMPC is close to the vector control.
The reduction in position error due to high back emf for the
vector control at the half rated load as shown in Fig. 11 (f) is
not observed for the full load. The high current associated with
the full rated load surpasses the influence of high back emf.
The position errors at the transient state for the FCSMPC and
the vector control are also very close except 0.05 rad reduction
in peak value for the FCSMPC.

The summary of the important experimental results are
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Figure 14. Experimental speed sweep performance from 0 rpm to half the
rated speed (350 rpm) and back at 25% rated load: (a)-(d) for sensorless
FCSMPC, and (e)-(h) for sensorless vector control.

provided in Table II for both nonlinear optimization based
FCSMPC and vector control.

Table II
SUMMARY OF EXPERIMENTAL RESULTS

Operating con-
ditions

Steady state po-
sition error (rad)

Maximum tran-
sient state posi-
tion error (rad)

Response time (s)

FCSMPC Vector FCSMPC Vector FCSMPC Vector
No load1 0.03 0.075 - - - -
Speed reversal2 0.125 0.08 0.25 0.32 0.18 0.18
Speed sweep3 0.03 0.075 0.32 0.38 0.24 0.27
Torque reversal4 0.23 0.23 0.25 0.25 0.36 0.45

1: 50 rpm, 2: 100 rpm and 50% rated load, 3: 0 rpm to 350 rpm at 25% rated load, 4: 100 rpm with rated load.

D. Parameter Sensitivity Analysis

The nominal motor parameter values (see Table I) are sup-
plied to this nonlinear optimization based sensorless scheme.
Therefore, the variation of the physical parameters from the
nominal values can affect the accuracy of the estimated
position and speed. Only the sign of the optimal speed (ω̂o)
is required in this sensorless scheme (to perform the compen-
sation at standstill) and hence its accuracy with respect to the
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Figure 15. Experimental torque reversal performance at the full rated torque
and 100 rpm: (a)-(d) for sensorless FCSMPC, and (e)-(h) for sensorless vector
control.

parameter variations is not presented here. The position error
with respect to the variations in the parameters is presented in
Fig. 16 for 100 rpm with torque reversal at half the rated load.
These variations are made on the nominal values supplied to
the cost function to mimic the difference between the model
and physical values with the actual parameter variations. The
variations from the nominal values in resistance and permanent
magnet flux linkage by ± 50% and ± 25% respectively do not
have any significant effects on the position error as shown in
Fig. 16 (a) and (c) respectively. The effect of a decrease in d
axis inductance by 25% is negligible whereas an increase by
25% rises the position error by 0.025 rad with respect to the
nominal case as shown in Fig. 16 (b). The decrease by 25%
in q axis inductance increases the position error by 0.05 rad
from the nominal case while the increase by 25% results
in large oscillations apart from 0.025 rad decrease from the
nominal case as shown in Fig. 16 (d). The variation in q axis
inductance has the most considerable impacts on the position
error as compared to other parameters. However, the position
estimation by nonlinear optimization shows robustness with
these large parameter variations.
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Figure 16. Position error with respect to parameter variations: (a) ±50%
variation in resistance, (b) ±25% variation in d axis inductance, (c) ±25%
variation in permanent magnet flux linkage, and (d) ±25% variation in q axis
inductance.

VII. CONCLUSION

This paper presents the nonlinear optimization based po-
sition estimation scheme for IPMSM drive with FCSMPC.
It shows that the proposed method is an ideal solution for
drives with arbitrary signal injection- a case for FCMPC which
always has inherent switching ripples due to voltage vector
injection. The detailed convergence analysis is presented and
developed the analytical expressions based on the leading
principle minors of Hessian of the cost function to find
the conditions for the convex region. This paper proposes
a compensator designed based on the characteristics of the
cost function to correct the wrong convergences to the saddle
and symmetrical solutions. The experimental results from
the speed and torque transient tests are promising and those
are in par with the results from the tests conducted for the
vector control with the same sensorless scheme. There is an
improvement in steady state position error (by 0.045 rad) at
standstill as compared to the vector control attributed to the
strong switching ripples associated with FCSMPC. However,
the performance of the sensorless FCSMPC deteriorates at
medium speed with load (0.06 rad rise in position error) as
the high switching ripples intensify the effect of inductance
variation by saturation. Moreover, the proposed sensorless
scheme for FCSMP performs superior as compared to other
model based techniques in literature for model predictive
controls. The proposed scheme has very low steady state
position oscillations about ±0.025 rad and the position error
is 0.03 rad at no load and 0.225 rad at the full rated load.
The future work of this paper will be focused on reducing the
position error due to the parameter variations by incorporating
parameter estimation.
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