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Switching Frequency Reduction Using Model
Predictive Direct Current Control for High-Power

Voltage Source Inverters
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Abstract—In this paper, a novel current control approach called
model predictive direct current control (MPDCC) is presented. The
controller takes into account the discrete states of the voltage
source inverter (VSI), and the current errors are predicted for
each sampling period. Voltage vectors are selected by a graph
algorithm, whereby the most appropriate vector is chosen based
on an optimization criterion. However, this depends on whether
the state of the system is transient or steady. In the first case, the
current error should be minimized as fast as possible in order
to obtain fast dynamics. In the latter one, the VSI switching
behavior is optimized since the switching losses account for a
large amount of the total converter losses in high-power drive
systems. MPDCC has been developed for a general neutral-point
isolated resistive–inductive load with an internal voltage source.
For demonstration, the presented control strategy has been imple-
mented on a small-scale permanent-magnet synchronous machine
drive system with a two-level VSI. This new approach has several
advantages. The most important one is that the switching fre-
quency is reduced up to 70% compared to linear control combined
with pulsewidth modulation. Second, MPDCC obtains fast dy-
namic responses, which are already known from, e.g., direct torque
control.

Index Terms—Current control, drive systems, model predictive
control (MPC), switching frequency optimization.

I. INTRODUCTION

CONTROL strategies on drive systems and power convert-
ers have been the subject of ongoing research for several

decades. Linear control combined with modulation schemes
and nonlinear control based on hysteresis bounds [1] have
become the most frequently used concepts in industrial appli-
cations. Most of these concepts go back to research on analog
hardware, which limited complexity. On the other hand, modern
digital hardware (DSPs and microcontrollers) has become a
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state of the art and has been widely accepted as industrial
standard.

The continuously increasing computation power of digital
hardware allows the implementation of new and generally more
complex control techniques, e.g., fuzzy [2], adaptive [3], sliding
mode [4], and predictive control [5]. Generally, predictive
control uses a system model which is used to predict the future
behavior and to select the control action on the basis of an
optimality criterion.

Usually, model predictive control (MPC) identifies a con-
trol concept which predicts future values of system states in
discrete-time steps. The number of subsequent prediction steps
is called the prediction horizon N [6] and is usually limited to
a few sampling periods due to the small timescales in power
electronic devices. The cost function (also known as quality or
decision function) [6] provides the criterion for choosing the
appropriate control action. The prediction sequences are evalu-
ated with the aid of the cost function, and the one minimizing
the cost function is selected. Most scientists appreciate also the
natural handling of system constraints [7], which can simply be
a part of the cost function.

Calculating the cost function can be very time consuming
depending on its complexity. If it is solved online, the approach
is called linear MPC. Explicit MPC refers to a strategy which is
optimized offline depending on the system states and which is
implemented with a search tree [7], [8]. Moreover, if applied
to power converters, MPC can either be combined with a
modulation scheme (usually pulsewidth modulation (PWM)
[9]) or can directly take into account the discrete nature of
power electronic devices [10], [11].

MPC strategies can vary considerably according to the appli-
cation in question [12]. Literature on low-power servo drives
[8], [13] or rectifiers [14] is typically directed toward high
dynamics with an aggressive current control strategy aiming
at avoiding oscillations known from linear control concepts. In
contrast, switching frequency and relative torque ripple have a
high priority in the case of converters with higher power ratings
[15], [16]. Lower dynamic might be accepted if it leads to a
reduction of the average switching frequency.

In the presented work, the novel model predictive direct
current (dc) control (MPDCC) concept for high-power con-
verters is suggested as an alternative to low-frequency linear
current control combined with a modulation scheme (nor-
mally, a proportional–integral (PI) controller combined with
PWM). Main emphasis was put on the reduction of the average
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Fig. 1. Block diagram of the experimental demonstration system and control.
The drive system contains a voltage source inverter, a PMSM, and a permanent-
magnet dc load machine. The currents and rotor angle are measured for the
machine control. The current control is made by the MPDCC, and for speed
control, a linear PI controller is used.

switching frequency [17] as compared to the PI+PWM con-
cept, whereby a similar current ripple for both models must be
achieved.

In fan applications such as wind turbines, the torque is pro-
portional to the squared angular speed M ∝ ω2, and the power
is proportional to the cubed speed P = Mω ∝ ω3, which
means that the maximum power transfer and thus the maximum
conduction losses are obtained at a maximum speed with the
related high modulation indexes. On the other hand, grid-
connected power converters work constantly with high mod-
ulation indexes. Heat sinks of an inverter are designed to cool
the maximum power loss of the inverter, and with a constant
switching frequency, it is found at the maximum speed. The
switching losses depend on the current Io in the insulated-gate
bipolar transistor (IGBT) assuming a constant switching fre-
quency fs: PLs = 1/2UdIofs(tc(on) + tc(off)) [18], where the
voltage Ud is clamped by the dc voltage and the turn-on tc(on)

and turnoff tc(off) times are device properties. The conduction
losses PLc = UonIoton/Ts [18] depend on the operation point
(duty cycle), the current in the IGBT, and the conductive voltage
drop Uon which is a device property. Thus, the maximum
power loss with a permanent-magnet synchronous machine
(PMSM) is obtained at a nominal machine speed, where the
torque is high (Io ∝ T ∝ ω2). Moreover, the switching losses
themselves can be above 50% of the total converter losses [19],
[20]. A control strategy with a switching reduction at high mod-
ulation indexes can thus significantly improve the efficiency of
an inverter and increase the converter power density.

The MPDCC has been designed with a linear model for
neutral-point isolated resistive–inductive loads with an internal
voltage and takes into account the finite switching states of the
converter. The block diagram of the experimental demonstra-
tion system is shown in Fig. 1. Moreover, some effort has been
made to achieve an efficient problem formulation in order to
solve the control problem online.

In this paper, the MPDCC principle is shown in Section II,
and in Section III, the formulation and implementation are
reported. In Section IV, an analytical function for calculating
the minimum switching frequency is presented. In Section V,
the results are shown.

II. CONCEPT

Linear control combined with a PWM module causes some
drawbacks. The constant switching frequency is interesting
for filter issues but leads to unnecessary switching with the
related losses. Moreover, large dead times in high-power con-
verters cause a limited bandwidth of the current and speed
controller.

In this section, a control strategy with focus on the optimiza-
tion of the switching behavior is shown. Instead of using a
PWM module, each inverter state change should be predicted
in order to obtain a minimum number of changes. For this
reason, a novel current controller has been developed. However,
switching frequency optimization is only appropriated if the
control goal is nearly achieved: in steady state where the gap
between the current reference values and measured value is
small. If the difference is big, i.e., in transients, the main control
effort must be to minimize the control error. This distinction
leads to a current error boundary, which defines if the system is
in steady state or in transient state and can be illustrated as the
boundary of direct torque control (DTC) at first sight.

MPDCC is used for prediction and takes into account the
discrete states of the inverter. This approach is also named
predictive direct control [21] or finite control set MPC [22] in
literature. The MPC goal is to gain optimal control, but it can
only be obtained with respect to a cost function. For this reason,
the main challenge besides developing the control structure is
to find a proper cost function in both cases, in transient and
steady-state operations.

Last but not the least, the controller can be implemented
in the αβ or dq reference frame, leading to advantages and
drawbacks, which will be presented in the following sections.

A. Error Prediction Based on a Graph Algorithm

For a given inverter state, i.e., the output voltage and the
current error e[k] = i∗[k] − i[k], the current error of the next
sampling period e[k + 1] based on the load model can be
predicted. Applying the calculation on each state vector, the one
which generates the most convenience due to the cost function
can be chosen.

However, the prediction of the eight possible errors is time
demanding and not necessary. Suppose that, in an inverter
state, it is not necessary to have the possibility to switch all
possible inverter states in the next sampling period in order
to control the current. It is enough to be able to switch the
two neighbor vectors, which can also be obtained by changing
only one leg state. However, if the actual state is a zero vector,
all active vectors must be reachable in order to avoid spikes
in the current ripple. The vectors which could be applied and
for which further calculations are done depend on the actual
inverter switching state, and the paths are given by the graph
diagram in Fig. 2.

Moreover, voltage vectors are not set immediately but after
executing the control algorithm or at the beginning of the next
sampling period. Thus, the current error is modified during the
algorithm execution by the voltage chosen in the last sampling
period. This variation has to be taken into consideration in order
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Fig. 2. Inverter state graph: Paths show the possible changes. (Double dashed
line) No switching, (continuous line) one state change, and (dashed line) two
state changes are necessary. The states, e.g., 100, refer to the switching state of
each inverter leg, where 1 means that the upper transistor is on and the lower
one is off and 0 indicates inverse switching states.

to improve the prediction accuracy and can be done with the
load model and knowing the applied voltage vector.

B. Transient Operation

The converter is in transient operation if the current vector is
outside a defined area (which will be defined later) around the
current reference value, and the state is obtained by evaluating
the current error vector.

If the converter is in transient state, the goal is to minimize as
fast as possible the current error, and the voltage vector which
leads to the smallest predicted error, i.e., reduces best the error,
should be chosen. For this reason, a cost function is designed
depending on the predicted current error, and the vector with
the smallest cost will be applied.

C. Steady-State Operation

The converter is in steady-state operation if the current vector
is within the appositely defined area. In steady-state operation,
the current error is supposed to move in this area with the
minimum possible switching, i.e., inverter state changes, and
without leaving it.

The size of the area is given by the maximum admitted
current ripple on both axes and can be a circle or a square. Also,
a rectangle can be used if the current ripple is supposed to be
different on both axes. Both the square and the circle lead to
the same dq peak–peak current ripple if they have the same
diameter, i.e., side length. Since the square has a bigger area
compared to the circle, it is the preferred solution.

At steady state, the goal is to obtain the minimum possible
state changes in order to maximally reduce the switching fre-
quency. Thus, the converter should only change the state if the
applied vector is going to drive the error out of the area in order
to utilize the accepted current ripple.

If the state has to be changed, first, it is evaluated which
vector given by the graph can be applied without leaving the
area. Then, the vector should be chosen, which can be applied
for the most time (usually, a few sampling periods) without

Fig. 3. MPDCC flowchart.

leaving the steady-state area. The time how long a vector can be
applied is obtained by extrapolating the machine, i.e., the load
model, and formulated in a cost function, where the cheapest
one of the possible vectors will be applied.

III. DESIGN

In this section, the design and implementation of the MPDCC
controller are shown, which can be done in the αβ and dq ref-
erence frames, both with advantages and drawbacks. The main
advantage is the constant inverter states in the αβ reference
frame, leading to faster computation since less transformations
(one per inverter state) are required. On the other hand, the
reference currents are usually given in the dq reference frame;
a backside is the back conversion into αβ values. Moreover,
the handling of salient pole machines is more complex since
the different inductances on the d- and q-axes depend on the
electrical angle. The (reference-frame-independent) flowchart
of the control algorithm is shown in Fig. 3.

A. Current Error Prediction

In this section, the equation set is shown, which is used
for the current error prediction. It is shown in the dq refer-
ence frame. Prediction in the αβ reference frame is obtained
by converting the equations. The amplitude-invariant vector
transformation is used in both cases. The internal voltage is
laid on the q-axis, i.e., in the case of PMSM, the rotor flux is
laid on the d-axis and provides the reference angle for the dq
transformation.

The difference between the reference and actual current
vectors is defined as an error on both axes. The current reference
value i∗ is assumed to be constant. i is the current vector, and
e is the current error. The indexes d and q refer to the d- and
q-axes, respectively

ed[k] = i∗d − id[k] (1)

eq[k] = i∗q − iq[k]. (2)
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The current and, thus, its error can be modified by applying
a voltage vector. It can be used for minimizing the error or
keeping it within a well-defined area. For this reason, the
influence of each vector on the current can be predicted in order
to choose the one with the expected effect. The basis for the
prediction is the load model. Due to clearness, the equations
are derived on the PMSM model and then generalized. R is
the stator resistance, L is the inductance, u0,...,7 is the inverter
voltage depending on states 0–7, ψ is the flux generated by the
permanent magnets, and ω is the electrical angular velocity

ud0,...,7 = Ld
did
dt

+ Rid − ωLqiq (3)

uq0,...,7 = Lq
diq
dt

+ Riq + ωLdid + ωψ. (4)

The current-driving voltage, i.e., the voltage on the induc-
tances uL, depends on the applied inverter state, the resistive
voltage drop, the cross coupling between the two axes, and the
back electromotive force (EMF)

uLd =Ld
did
dt

= ud0,...,7 − Rid + ωLqiq (5)

uLq =Lq
diq
dt

= uq0,...,7 − Riq − ωLdid − ωψ. (6)

The constant inverter states in the αβ coordinates must be
transformed via a space vector, i.e., Park transformation, in
order to get the dq values, where ε is the electrical angle

ud0,...,7 =uα0,...,7 cos(ε) − uβ0,...,7 sin(ε) (7)

uq0,...,7 =uα0,...,7 sin(ε) + uβ0,...,7 cos(ε). (8)

Over a defined time, the expected current change can be
calculated by integration, which depends, above all, on the
applied inverter state vector. The time which the voltage is
applied is the sampling time period Ts. The changes in id and
iq are given by

Δid[k+1]= (ud0,...,7[k]−Rid[k]+ω[k]Lqiq[k])
Ts

Ld
(9)

Δiq[k + 1] = (uq0,...,7[k] − Riq[k]

−ω[k]Ldid[k] − ω[k]ψ)
Ts

Lq
. (10)

In the more general neutral-point isolated resistive–inductive
loads with an internal voltage source, the following generalized
prediction equations are defined, where the internal voltage
source is ui. In this case, the load model can be applied to grid-
connected power converters or active filters, where the internal
voltage is the grid voltage or the terminal voltage, respectively

Δid[k + 1] = (ud0,...,7[k] − Rid[k]

+ ω[k]Lqiq[k] − uid)
Ts

Ld
(11)

Δiq[k + 1] = (uq0,...,7[k] − Riq[k]

− ω[k]Ldid[k] − uiq)
Ts

Lq
. (12)

Thus, the current and its error can be predicted with the
assumption of constant reference currents

ed[k + 1] = ed[k] − Δid[k + 1] (13)

eq[k + 1] = eq[k] − Δiq[k + 1]. (14)

B. Runtime Compensation

A voltage vector is not set immediately after the current
measurement but after the execution of the algorithm. Thus, the
current error which is found when the chosen vector is applied
is modified by the voltage chosen in the last sampling period.
This variation should be taken into consideration in order to
improve the error prediction accuracy.

The compensation is done knowing the current-driving volt-
age uL and the algorithm execution time Te. eC [k] is the
compensated error

eCd[k] = ed[k] − uLd[k]
Te

L
(15)

eCq[k] = eq[k] − uLq[k]
Te

L
. (16)

C. Cost Function

The cost function is the criterion of which the vector, i.e., the
output voltage, will be applied to the load. For each vector, the
cost is calculated, and the cheapest one will be chosen. Since,
in the two converter states, two different objectives should be
fulfilled, two cost functions are designed.

If a vector should not be applied due to the graph or because
the error would leave the area in steady state, the cost of the
vector is set to a high value, and thus, it will not be chosen.

1) Transient State: If the converter is in transient state, the
goal is to minimize the current error as fast as possible. For
this reason, the voltage vector which application leads to the
smallest predicted error in the next sampling period is chosen

c0,...,7 = |ed[k + 1]| + |eq[k + 1]| . (17)

2) Steady State: In steady state, a vector should be chosen,
which can be applied for the most time without leaving the
defined steady-state area in order to obtain less possible inverter
leg state changes. For this reason, it is evaluated first which
vectors can be applied without leaving the area; the one which
cannot get a high cost.

For vectors which can be applied at least one sampling
period, the time how long they can be applied afterward is
obtained by extrapolating the machine, i.e., the load model. The
model for the extrapolation in the dq coordinates is shown in the
following, where t0,...,7 is the expected time how long a vector
can be applied. The equations for the extrapolation in the αβ
coordinates are the same, changing the indexes

ed(t0,...,7) = ed[k + 1] − uLd[k]
t0,...,7

Ld
(18)

eq(t0,...,7) = eq[k + 1] − uLq[k]
t0,...,7

Lq
. (19)
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The extrapolation depends on the shape of the steady-state
area, which can be a circle (αβ implementation) or a square
(dq implementation). The extrapolation for the first one is done
by solving (20), where eL is the diameter of the circle

eL =
√

e2
d(t0,...,7) + e2

q(t0,...,7). (20)

The result is given by

t0,...,7 =
−b ±

√
b2 − 4ac

2a
(21)

where

a =
u2

Ld[k + 1]
Ld

+
u2

Lq[k + 1]
Lq

(22)

b = −2
(

uLd[k + 1]
Ld

ed[k + 1]

+
uLq[k + 1]

Lq
eq[k + 1]

)
(23)

c = e2
q[k + 1] + e2

d[k + 1] − e2
L[k + 1]. (24)

The extrapolation for the latter criterion is done by solving
(25) and (26), where eL is the side length of the square

eL =
∣∣ed

(
t′0,...,7

)∣∣ (25)

eL =
∣∣eq

(
t′′0,...,7

)∣∣ (26)

t′0,...,7 =
Ld

uLd[k + 1]
(ed[k + 1] ± eL) (27)

t′′0,...,7 =
Lq

uLq[k + 1]
(eq[k + 1] ± eL) (28)

t0,...,7 = min
{
t′0,...,7; t

′′
0,...,7

}
. (29)

(21), (27), and (28) have both positive and negative results
where the positive one refers to the extrapolated time and
should be taken for further calculations.

For this reason, it is evaluated first which vectors can be
applied without leaving the area. From these vectors, the one
which can be applied the most time is chosen. The used cost
function is

c0,...,7 =
1

t0,...,7
. (30)

D. Improvement With a Peripheral

In this section, the possibility of improving the steady-state
switching frequency with an apposite peripheral is shown. The
switching frequency is minimum if the error moves within the
limits of the steady-state area but get as close as possible to
the borders using all of the permitted ripple. With the already
presented algorithms and reasonable sampling frequencies of
30–50 kHz, this is not the case since switching is necessary
if the applied vector cannot be applied for an entire sampling
period. For this reason, a peripheral has been introduced which

permits changing the inverter state at each, instead of discrete,
switching instant.

The already presented MPDCC strategy can be extended
with a peripheral which can apply two different vectors in one
sampling period. The first vector is always the already applied
one, where no switching is necessary. The following vector will
then be calculated with the already shown methods. With an
additional information, a duty cycle is defined how long the first
vector should be applied, and it is obtained by extrapolation.
This peripheral can be implemented in a field-programmable
gate array of a DSP board.

IV. IDEAL MINIMUM SWITCHING FREQUENCY

The absolute minimum switching frequency can be esti-
mated with a best case consideration: The internal voltage
ui = mUdc/2 is aligned with an active voltage vector in a
circular steady-state area. In this case, the active and passive
vectors are described by the following equations, where m is
the modulation index:

‖uactive‖ =
2
3
Udc −

m

2
Udc (31)

‖upassive‖ = −m

2
Udc. (32)

Assuming to have a current error on the border of the circle,
i.e., its absolute value is equal to the radius and the internal
voltage pointing orthogonally outward, the best sequence which
can be applied is first to choose the active vector (31) and then
the passive one (32). Assuming to be able to use the whole
diameter of the circle, it can be calculated how long each vector
can be applied and, above all, how long the vector sequence can
be applied, exploiting optimally the back EMF.

The equations which describe how long the given vectors
need to cross over the circle (diameter Δipp) can be derived
from (31) and (32). Initially, the active vector will be applied,
and it is applied for time t; afterward, the passive vector is
applied, which is applied for time T − t, where T is the total
application time for the sequence

Δipp = ‖uactive‖
t

L
=

(
2
3
Udc −

m

2
Udc

)
t

L
(33)

Δipp = ‖upassive‖
T − t

L
=

(
−m

2
Udc

) T − t

L
. (34)

Since time t must be equal for both equations, the application
time for both vectors T can be calculated

T = ΔippL

(
1

2
3Udc − m

2 Udc

+
1

−m
2 Udc

)
. (35)

The switching frequency can be calculated from the number
of inverter state changes n that are necessary to obtain the
sequence. For applying a sequence of two vectors, a minimum
of two state changes n = 2 are necessary. Knowing these
parameters, the absolute minimum switching frequency can be
calculated

fswitch =
n

6T
. (36)
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Fig. 4. Simulation result: Torque and electrical speed with the cascade PI control and PWM module applying three speed reference steps with modulation
index 0 to (A) 0.29, (B) 0.57, and (C) 0.86, i.e., the electrical speeds 0 rad/s to 90, 180, and 270 rad/s.

The obtained switching frequency fswitch can be seen as an
absolute minimum frequency, which is obtained with heavy
ideal assumptions (the back EMF is parallel with one vector,
the vectors reach the border of the optimization area, and that
for obtaining the next vector, only one inverter leg change is
always necessary), which are not feasible with discrete sampling
times and discrete state inverters. For this reason, the obtained
frequency gives the absolute minimum switching frequency.

V. RESULTS

The designed control strategy has been tested and com-
pared to PI+PWM control experimentally on a three-pole-pair
PMSM. The nominal parameters of the experimental platform
are 310-V inverter dc voltage, 3.7-A nominal current, 30- and
38-mH d and q inductances, respectively, and the 0.495-Wb flux
generated by the permanent magnets.

A. Benchmark Reference: Cascade PI Control With PWM

A cascade PI controller has been applied and tested on the
simulation and experimental platform: the PMSM drive system,
in order to confirm the proper work. The current control is done
with two PI controllers and feed-forward paths to decouple the
d- and q-axes for independent control action. The speed control
loop is done with a PI controller, and the PI controllers of
both loops are tuned by plotting the Bode plot of the open-
loop transfer function. The P-gain has been chosen in order to
obtain a crossover frequency with a safety margin to dead times,
and the I-gain has been chosen in order to get critical damping
behavior, i.e., the highest gain without overshoots and ringing.
Since cascade PI control is a widely employed and accepted

control strategy, it has been used as a benchmark reference for
further tests.

PI control with 10% worst case dq peak–peak current rip-
ple, i.e., 0.37 A, is obtained with a switching frequency of
3.3 kHz (sampling frequency of 6.6 kHz) on the given system.
However, the PMSM is a small salient pole machine, where the
current ripple is different on the d- and q-axes; the average value
has been taken for evaluation. To test control and the system,
positive speed reference steps have been applied to the machine,
and they are shown in Figs. 4 and 5.

B. MPDCC Evaluation

In this section, the MPDCC results are shown, which are
obtained with the dq implementation and a squared steady-state
area with a side length of 10% of the nominal current. For
speed control, a PI controller has been designed with similar
parameters as for the cascade PI one for better comparison
even if the speed loop of MPDCC could be designed much
faster. The sampling frequencies are 50 kHz in the simulation
and 30 kHz in the experimental system due to computational
constraints. A high sampling frequency is advantageous at
steady state since the current variation over one sampling period
is smaller, and the accepted current ripple can be used better.
In order to evaluate MPDCC, speed reference steps are applied,
which are shown in Figs. 6 and 7.

C. Switching Frequency Evaluation

The switching frequency was evaluated at steady state since
it causes large losses. The power loss due to inverter switching
state changes and the average switching frequency per IGBT
are proportional; a control algorithm should use the smallest
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Fig. 5. Experimental result: Torque and electrical speed with the cascade PI control and PWM module applying three speed reference steps with modulation
index 0.1 to (A) 0.29, (B) 0.57, and (C) 0.86, i.e., the electrical speeds 10 rad/s to 90, 180, and 270 rad/s. The reference steps do not start from zero due to
an initialization procedure of the incremental encoder. The torque is calculated from the current measurements, where synchronous sampling [23] is used for
filtering, and thus, the real current ripple cannot be evaluated in this graph. Moreover, the measurements are undersampled, i.e., not each sampling is stored due to
the limited memory of the used DSP board.

Fig. 6. Simulation result: Torque and electrical speed with the MPDCC applying three speed reference steps with modulation index 0 to (A) 0.29, (B) 0.57, and
(C) 0.86, i.e., the electrical speeds 0 rad/s to 90, 180, and 270 rad/s.

possible number of state changes in order to achieve a prede-
fined peak–peak current or torque ripple (10%).

For this reason, the total number of transistor state changes is
summed up in a 0.05-s steady-state period. From these values,

the average switching frequency for each transistor can be
calculated. The results for PI+PWM, different implementa-
tions of MPDCC, and the best case switching limit are shown
in Fig. 8.
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Fig. 7. Experimental result: Torque and electrical speed with the cascade PI control and PWM module applying three speed reference steps with modulation
index 0.1 to (A) 0.29, (B) 0.57, and (C) 0.86, i.e., the electrical speeds 10 rad/s to 90, 180, and 270 rad/s. The reference steps do not start from zero due to an
initialization procedure of the incremental encoder. Moreover, the measurements are undersampled, i.e., not each sampling is stored due to the limited memory of
the used DSP board.

Fig. 8. Steady-state switching frequency. (A) Cascade PI control with the PWM module (experimental result). (B) MPDCC (experimental result). (C) MPDCC
(simulation result). (D) MPDCC with an external module for applying two vectors in one sampling period (simulation result). (E) Ideal minimum switching
frequency (F ). All MPDCC results have been obtained with the implementation in the dq reference frame and 30-kHz sampling frequency.

Comparing the simulation and experimental results, the
switching frequency is higher in the latter ones. This is
mainly caused by the runtime compensation, which is more
formidable on the experimental setup since the current mea-
surement, i.e., the analog–digital conversion, is not done in-
stantaneously but takes a few microseconds. The capacitive
currents during switching are another challenge; thus, the
current measurement must be avoided close to the switching
interval.

D. Harmonic Analysis

In this section, a Fourier analysis is done in order to evaluate
and compare the spectrum, which is generated by MPDCC and

by the cascade PI controller with the PWM module. The exper-
imental results are obtained with modulation index m = 0.86
(270-rad/s electrical speed) and the 0.3-p.u. (1.1-A) steady-state
current. Noise is observed in most bandwidths but on different
levels in both approaches with peaks at the 5th, 7th, 11th, 13th,
etc., harmonics.

The waveform and spectrum of the MPDCC (dq implementa-
tion) currents are shown in Fig. 9. The spectrum is similar to the
one of DTC. The total harmonic distortion (THD) is 9.8%. The
spectrum and the waveform shown in Fig. 10 are obtained with
the cascade PI control with the PWM module. The spectrum
is typical for currents created by a PWM module. The noise is
even low, but large harmonics are found around the switching
frequency and its integer multiples. The THD is 8.0%.
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Fig. 9. Experimental result: Fourier analysis of the MPDCC currents.

Fig. 10. Experimental result: Fourier analysis cascade PI control with PWM currents.

The PWM leads to a well-defined harmonic spectrum with
peaks at the switching frequency. The harmonic spectrum
of MPDCC shows higher noise due to the statistical control
approach but no peaks. Even if it cannot be decided which
spectrum is worse or better, the filter design for MPDCC is
more competitive since peaks are missing. Moreover, the THD
of MPDCC is lightly worse than the one of PI+PWM.

VI. CONCLUSION

In this paper, MPDCC which takes into account the discrete
states of the inverter has been developed. Possible inverter states
for application are identified by a graph algorithm, and their ef-
fects are predicted with the load model. Depending on whether
the system states are transient or steady, an optimized cost
function is used to evaluate and choose the appropriate vector.
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The main advantage of MPDCC is the reduction of the aver-
age switching frequency up to 70% depending on the modulation
index. This effect is particularly significant where the modu-
lation indexes are low and high. This is particularly interesting
for high-power converters, where the power loss due to switch-
ing is high. In particular, in fan applications, efficiency and
converter power density can be significantly increased. Second,
MPDCC leads also to a fast dynamic which can be compared to
the fast responses of DTC, but it has not been focused since fast
speed control is not a main issue in wind turbine applications.

However, the presented algorithm comes also with some
drawbacks. One disadvantage is the required sampling period
of 30–50 kHz and which increases as the ripple should be
smaller. Moreover, the computation is more complex than the
one of a linear controller. Control hardware with the appropriate
computation capacities is required, and it is found in widely
used DSP boards.

MPDCC can be improved using a two-step-ahead prediction
in order to further reduce the switching frequency and to
simplify the graph algorithm for the passive states. In a future
work, this technique can also be applied to sensorless drives,
and the robustness of the strategy can be tested with a parameter
sensitivity analysis.
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