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Abstract—This research proposes the integration of the
auxiliary power module (APM) and nondissipative balancing
hardware of a high-voltage battery. The proposed battery-
balancing APM is projected to reduce the costs of nondis-
sipative battery balancing by providing two functionalities:
balancing of the high-voltage battery cells and charging of
the low-voltage battery. This research proposes two model
predictive control (MPC) strategies that address simultane-
ous balancing and charging. Both approaches make unbal-
anced charge available that increases the effective capacity
of the high-voltage battery. The monolithic controller solves
the balancing and charging problem as a single optimiza-
tion problem. In contrast, the decoupled controller defines
a separate control law for charging to achieve a higher
bandwidth, e.g. for systems without dedicated low-voltage
battery. The battery-balancing APM concept is validated on
a software-in-the-loop and experimental test bench.

Index Terms—Auxiliary power module, batteries, battery
balancing, charge transfer, DC-DC power conversion, elec-
tric vehicle, energy storage system, optimal control, pre-
dictive control, power electronics

I. INTRODUCTION

ELECTRIC vehicles (EV) and plug-in hybrid electric
vehicles (HEV), are moving towards drivetrains with

high-power electric machines and inverters. These drivetrains
require energy storage systems with high voltage, high ef-
ficiency, and long lifetime [1], [2]. High voltage levels are
achieved connecting battery (or supercapacitor) cells in series.
The capacity of the stacked cells tends to differ due to internal
(internal impedance and different self-discharge rate) and
external (temperature variations) effects [3]. Hence, the charge
and discharge rates vary across the stack and result in charge
imbalances that worsen over time. A battery management
system (BMS) checks each cell for over and undercharging.
Otherwise, the cell life reduces nearly exponentially with the
string length [4], [5]. In addition, the state-of-charges (SOC)
of the cells need to be equalized repeatedly to avoid that a
stack contains cells with both low and high SOC and only a
fraction of the capacity can be used [6].

There are two types of balancing operation: balancing and
redistributive-balancing (or simply redistribution). Balancing
equalizes the cell SOC typically during charging. Using bal-
ancing, a stack can only be discharged until the cell with
the smallest capacity is empty. In other words, the effective
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capacity of the stack is Qeff = min[Q1, . . . , Qn]
′ for balancing

[6], where Q1, . . . , Qn are the cell capacities and ′ is the
transposition operator. Redistribution continuously equalizes
the cell SOC and avoids that smaller cells are depleted by mov-
ing charge between cells. Hence, redistribution makes excess
charge of high-capacity cells available, i.e. it increases the ef-
fective capacity of the stack that is Qeff = mean[Q1, . . . , Qn]

′

[6]. Furthermore, it can be argued that redistribution increases
the reliability and lifetime of a battery pack since a single or
few bad cells have a limited effect on the effective capacity
[6], [7]. Hence, redistribution has strong benefits over “con-
ventional” balancing but requires balancing links with a higher
current rating to maintain a balanced stack [6].

Two classes of hardware are used for balancing: dissipative
and nondissipative. In dissipative balancing, excess charge is
drawn from the cells with the highest SOC and is dissipated
through shunt resistors or transistors [3]. Redistribution re-
quires nondissipative hardware that uses power electronic links
to move charge between cells [8], [9]. Nondissipative balanc-
ing is significantly more energy efficient, i.e. it achieves a sig-
nificantly lower energy-loss-to-balance (e2b), and can achieve
the same performance, i.e. time-to-balance (t2b), compared
to dissipative balancing [10]. In practice, EV manufactures
hesitate to implement nondissipative (redistributive or “clas-
sic”) balancing due to cost [2]. The realization of inexpensive
hardware is challenging due to the system complexity (sensors,
local controllers, etc.) and the cumulative power rating of the
links (typically several kW for redistribution [6]).

This paper studies the integration of a nondissipative
battery-balancing hardware with the auxiliary power module
to mitigate the cost issue. The resulting battery-balancing APM
(BB-APM) is based on the capacitive storage element topology
that has been shown to be among the best performing topolo-
gies in terms of time-to-balance and energy-loss-to-balance
[10]. The proposed topology provides two functionalities:
balancing of the high-voltage battery cells and charging of the
low-voltage battery. The topology can be implemented with
a “classic” balancing strategy, where balancing is performed
exclusively when the high-voltage battery is charged. This
approach simplifies the control since it is limited to supply
power to the auxiliary system when the vehicle is in operation.
However, a typical APM power rating is ∼ 3kW [11]–[13] that
is in line with requirements for redistributive balancing. Hence,
this research studies simultaneous balancing and charging.
Two model predictive control (MPC) strategies are proposed.
The monolithic controller solves the balancing and charging
problem as a single optimization problem. The decoupled con-
troller defines a separate control law for charging to achieve a
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Fig. 1. Battery-balancing APM with high-voltage (HV) and low-voltage
(LV) bus, isolated uni-, or bidirectional links, and with, or without LV
battery

higher bandwidth, e.g. for systems without or small dedicated
low-voltage battery.

Block diagrams of the proposed BB-APM are shown in Fig. 1
with different low-voltage system configurations. The main
battery consists of series connected battery modules that are
connected to the high-voltage (HV) DC bus. Each module can
contain one or more series and/or parallel connected battery
cells. Isolated DC-DC converters form the balancing links that
are either unidirectional or bidirectional. They are connected
to a battery on the isolated low-voltage (LV) DC bus. In EVs,
typical voltages are 200V to 800V for the HV bus and 12V,
24V, or 48V for the LV bus. In addition, the BB-APM can be
modularized by grouping more than one DC-DC converter and
the control electronics. The BB-APM concept is validated by a
software-in-the-loop (SiL) and experimental test bench using
a reconfigured Linear Technology DC2100A board.

II. COST ANALYSIS

The cost of dissipative balancing and redistribution is
compared using a back-of-the-envelope calculation [6] that is
adapted for the BB-APM concept. Given cells with a typical
capacity Qeff and the capacity tolerance ±Q∆ (or relative
tolerance ±q∆ = Q∆/Qeff), a “classically” balanced stack
requires cells with capacity Qeff + Q∆ to realize a stack
with capacity Qeff. A stack with redistribution uses cells with
capacity Qeff but needs to compensate Q∆ by moving charge
over the links. Therefore, balancing is advantageous for low-
energy, high-power packs and redistribution is advantageous
for high-energy, low-power packs.

The limit where one method is beneficial over the other is
estimated calculating the cost of the energy storage system Cess
as shown in Table I. The cost of the cells is computed using
the specific battery cost ccel (in $/kWh) and the total installed
energy storage capacity Ecel. The cost of the battery balancing
hardware is computed from the specific cost of the power
electronics cbal (in $/kW) and the cumulative power rating of
all balancing links Pbal. The cost of a discrete APM is obtained
from the specific cost of an APM cbal (in $/kW) and its power
rating Papm. A comparison of the costs is obtained putting
these values into perspective for a battery pack with rated
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Fig. 2. Cost comparison of dissipative balancing and redistribution:
the gray areas highlight where redistribution is less expensive than
dissipative balancing using 2010 data and projected 2020 data with
conventional drivetrain and with BB-APM

energy storage Er and power Pr. A “classically” balanced
stack requires an extra energy storage of q∆Er and a stack
with redistribution requires redistributive hardware with power
q∆Pr [6]. Compared to redistribution, dissipative balancing
requires a lower power rating and each link is simpler, i.e.
cheaper [6]. For simplicity, the cost of the dissipative balancing
hardware is neglected, which is optimistic for the dissipative
balancing costs. Using a BB-APM, the APM functionality
is provided by the redistributive balancing hardware and a
discrete APM is not required.

The costs are compared in Fig. 2 by plotting the limits where
redistribution is less expensive than dissipative balancing. It is
shown that redistribution becomes more cost competitive in
2020 as compared to 2010 but dissipative balancing remains
preferable for vehicle drivetrains. The proposed BB-APM is
projected to shift the balance in favor of redistribution making
it competitive for EVs and some HEVs. A final cost assess-
ment of a BB-APM design requires implementation details
and corporate cost datas. However, the projection suggests a
consideration of the BB-APM concept for future EV designs.

III. SYSTEM MODEL

This research focuses on the energy storage system shown in
Fig. 1. It consists of a HV battery (or supercapacitor) pack with
n energy storage elements that are connected in series. The n+
1-th energy storage element is connected to a galvanic isolated

Table I
BATTERY PACK COST MODEL

dissip. bal. nondissip. bal. BB-APM

Total cost Cess ccelEcel + cbalPbal + capmPapm
Installed energy storage Ecel (1 + q∆)Er Er Er
Balancing link power Pbal ∼ 0W q∆Pr q∆Pr
Power of discrete APM Papm papmPr papmPr 0W
Fig. 2 uses 2010 data from [6], the 2020 power electronic target $50/kW
for isolated DC-DC converters [11] (a 200% cost penalty is added for
redistributive links due to the lower power rating per link), and battery cost
projection $200/kWh for 2020 [14]. The figure is drawn for the conditions:
q∆ = 5% and the relative APM power papm = 5%.
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LV bus. Each element is either a single cell or a module with
multiple cells connected in parallel and/or series. The j-th
element of the stack contains the charge Qjxj [k], where Qj ∈
R>0 is the rated capacity, xj [k] ∈ R≥0 is the SOC, and k ∈
N≥0 specifies the discrete sampling instant kTs where Ts is
the sampling period. A battery cell stores, i.e. provides, the
charge that flows in its terminals. Hence, the SOC of the HV
cells evolves according to [10], [15]

xj [k + 1] = xj [k]−
Ts

Qj
(ij [k] + iH [k]) , (1)

where iH [k] ∈ R is the current provided to the HV link and
ij [k] ∈ R is the balancing current in the j-th cell as shown in
Fig. 1. Similar, the SOC of the LV side evolves according to

xL[k + 1] = xL[k] +
Ts

Qj
(iΣ[k]− iL[k]) , (2)

where iL[k] ∈ R is the current provided to the LV link and
iΣ[k] ∈ R is the LV side current created by all balancing
links. The balancing currents ij [k] are generated by isolated
DC-DC converters that are modeled as ideal DC-transformers
for control purposes. Each balancing link generates the current
Vj

VL
ij [k] on its LV side, where Vj is the voltage of the j-th HV

cell and VL is the voltage of the LV link. The LV link is charged
by each link that results in

iΣ[k] =

n∑
j=1

Vj

VL
ij [k]. (3)

The current iΣ[k] depends on the cell voltages Vj ∈ R>0.
In practice, these voltages are well known, i.e. measured,
and tend to vary only within limited intervals. Hence, the
transformation ratios Vj

VL
are treated as system parameters that

are assumed to be constant within at least one sampling period.
An energy storage system with BB-APM can be described

dynamically in matrix form. The dynamic model is obtained
combining (1) of all HV cells and (2)

x[k + 1] = x[k] + Bu[k] + Ew[k], (4)

that is a generalization of the models used in [10], [15], [16].
The dynamic model is written in state-space form, where the
state is the SOC vector

x[k] = [x1[k], . . . , xj [k], . . . , xn[k], xL[k]]
′ ∈ Rn+1

≥0 . (5)

In practice, the SOC’s cannot be measured directly but esti-
mated using cell models [17], [18]. Throughout this text, the
SOC of each element is assumed to be known, i.e. estimated
with sufficient precision, e.g. using [19]–[22]. The (controlled)
input is the vector of HV-side balancing link currents

u[k] = [i1[k], . . . , ij [k], . . . , in[k]]
′ ∈ Rn. (6)

The input matrix is defined by B = TsQ−1T ∈ R(n+1)×n,
where Q = diag[Q1, . . . , Qn, QL]

′ ∈ R(n+1)×(n+1). The
topology matrix T describes a connected graph and defines
how the links connect the elements with each other and
the LV bus [10], [16]. The proposed BB-APM topology is
obtained connecting each HV element to the LV bus. Using

the convention that the current is positive when it flows from
the HV to the LV side, the topology matrix is

T =

⎡⎢⎢⎢⎢⎢⎣
−1 0 . . . 0
0 −1 . . . 0
...

...
...

0 0 . . . −1
V1

VL

V2

VL
. . . Vn

VL

⎤⎥⎥⎥⎥⎥⎦ ∈ R(n+1)×n. (7)

The current drawn from the HV and LV link are imposed
externally and act as exogenous input, i.e. known disturbance

w[k] = [iH [k], iL[k]]
′
. (8)

The effect of w[k] is described by E = TsQ−1T̄, where

T̄ =

[
−1n, 0n
0,−1

]
∈ R(n+1)×2, (9)

is the matrix that links the LV and HV stack current with the
cells where it flows. The SOC, link currents, and stack currents
are constrained to avoid damage of the cells and links

x[k] ∈ X , u[k] ∈ U , w[k] ∈ W. (10)

We define a cell to be empty when xj [k] = 0 and full when
xj [k] = 1. Hence, the state constraint is X = [0, 1]n+1 [10],
[16]. The link current defines how much power is transferred
over a link and needs to be limited according to the minimum
rated current Ik,min and maximum rated current Ik,max that
results in the input constraint set

U = {i ⊆ Rn | Ij,min ≤ ij ≤ Ij,max ∀j ∈ {1, . . . , n}} . (11)

If a converter is unidirectional, the minimum current is zero,
i.e. Ik,min = 0. It is possible to add other constraints, e.g. the
power that is transferred over a link or the total balancing
currents to prevent the stack from overheating [10], [16].
The known disturbance w[k] is imposed externally and it is
assumed that both iH [k] and iL[k] are limited externally such
that they satisfy the maximum discharge (IH,max, IL,max) and
charge (IH,min, IL,min) current [23], i.e.

W =

{
w ⊆ R2 |

[
IH,min
IL,min

]
≤

[
iH
iL

]
≤

[
IH,max
IL,max

]}
. (12)

A w[k] ̸= 02 tends to discharge the LV element and unbalance
the HV stack during discharge and balance the stack during
charging operation due to capacity Qj differences across the
stack. The effect of w[k] is linear and balancing hardware
as well as chargers are typically studied invoking the su-
perposition principle. Balancing systems are studied on an
unbalanced HV stack with iH = 0A [24]–[27] and APM are
studied on a discharged LV cell for iL = 0A [12], [13],
[28]. In this research, the term w[k] is kept throughout the
analytical treatment but testing is performed for w[k] = 02
for compactness and clearness of the results.

IV. BALANCING AND POWER SUPPLY PROBLEM

The energy storage system is said to have a balanced HV
subsystem when all its n HV elements have the same SOC

x[k] ∈ Xb =
{
x ∈ Rn+1 | xj = xk ∀j, k ∈ {1, . . . , n}

}
.

(13)
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Fig. 3. Examples of balancing and charging feasibility: balancing with bidirectional links is always feasible; balancing with unidirectional links is
infeasible once the LV is fully charged; charging is infeasible once the HV elements are fully discharged

The HV elements transfer energy to the isolated LV element
acting as APM. The LV element is said to be charged if

x[k] ∈ Xc =
{
x ∈ Rn+1 | xn+1 = xL = 1

}
. (14)

The HV system is balanced and the LV element is charged if
x[k] ∈ Xb ∩ Xc. The statement x[k] ∈ Xb is simplified intro-
ducing the unbalanced SOC of the HV cells. The unbalanced
SOC is the cell SOC minus the average HV stack SOC [10]

x̄j [k] = xj [k]−
1

n

n∑
l=1

xl[k]. (15)

This concept is used to introduce the affine transformation

x̃[k] = Lx[k]− r. (16)

The linear transformation Lx[k] results in a vector that con-
tains the unbalanced SOC of the HV cells on the first n
components and the the LV SOC on the last component. The
matrix is defined by

L =

[
In − 1

n1n 0n
0′n 1

]
∈ R(n+1)×(n+1), (17)

where In denotes the n × n identity matrix and 1n is the
n× n matrix of ones. The vector r defines the balancing and
charging goals: zero unbalanced SOC and a fully charged LV
cell, i.e. r = [0, . . . , 0, 1]′ ∈ Rn+1. Finally, the vector R =
[0, . . . , 0, 1]′ ∈ Rn+1 and the matrix R = diagR extract the
charging term setting the balancing components to zero.

Proposition 1 (Charged LV element). A x[k] ∈ Xc if and only
if Rx̃[k] = 0n+1.

Proof. The vector θ = Rx̃[k] is independent of the SOC of
the HV elements since θj = 0 for all j ∈ {1, . . . , n} and
θn+1 = xL[k] − 1. Hence θ = 0n+1 implies that xL[k] = 1,
i.e. x[k] ∈ Xc. Also, θn+1 ̸= 0 implies x[k] /∈ Xc.

Similarly, the matrix R̄ = In+1 − R extract the balancing
components setting the charging term to zero.

Proposition 2 (Balanced HV elements). A x[k] ∈ Xb if and
only if R̄x̃[k] = 0n+1.

Proof. The vector ϕ = R̄x̃[k] is independent of the SOC of
the LV element xL[k] since ϕn+1 = 0. The components ϕj =
x̃j [k] for all j ∈ {1, . . . , n}. Hence ϕ = 0n implies that all

HV elements have the same SOC, i.e. x[k] ∈ Xb. Also, if there
exist a ϕj ̸= 0 then x[k] /∈ Xb.

Combining both results, x̃[k] = 0n+1 implies that the LV
element is charged and the HV elements are balanced, i.e.
x[k] ∈ Xb∩Xc. The affine transformation (16) is used to update
the dynamic model multiplying (4) with L and subtracting r

x̃[k + 1] = x̃[k] + B̃u[k] + Ẽw[k], (18)

where B̃ = LB ∈ R(n+1)×n and Ẽ = LE ∈ R(n+1)×2. The
model (18) translates the balancing and charging problem into
a regulation problem with the following property.

Proposition 3 (Stabilizability of the unconstrained system).
There exists an input u ∈ Rn such that x[τ ] ∈ Xb and x[τ ] ∈
Xc with τ ∈ N≥0 for any initial state x(0) ∈ X .

Proof. The transformation (17) contains a redundant state. The
HV system is balanced if the SOC difference between each
neighbor cells is zero. We introduce

L̄ =

⎡⎢⎢⎢⎢⎢⎣
1 −1 0 . . . 0 0 0
0 1 −1 . . . 0 0 0
...

...
...

...
...

...
0 0 0 . . . 1 −1 0
0 0 0 . . . 0 0 1

⎤⎥⎥⎥⎥⎥⎦ ∈ Rn×(n+1), (19)

such that the system is balanced and charged if and only if
L̄x̃[k] = 0n. The unconstrained feedback controller u[k] =
−K(L̄x̃[k]) yields the close loop dynamics

L̄x̃[k + 1] =
(
In − L̄B̃K

)
L̄x̃[k] + L̄Ẽw[k]. (20)

The matrix L̄B̃ has full rank n that implies the existstence of a
controller K ∈ Rn×n such that all eigenvalues of In−L̄B̃K are
negative. Hence, there exists a feedback controller that yields
a stable closed loop system.

The above result states that the balancing and charging
problem is always feasible for the unconstrained system.
In practice, the inputs, i.e. balancing currents, are limited
due to cost. In particular, hardware, which is not rated for
redistribution, can achieve the regulation goals only over time,
e.g. when w[k] tends to zero. Furthermore, Proposition 3 does
not imply that x[τ ] ∈ X . This can affect the feasibility of
the regulation goals and some examples are shown in Fig. 3.
Bidirectional links (Ij,min < 0A) can move charge between the
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balancing problem as a single MPC; decoupled control separates the
problems and the charging control (dashed path) can be executed at
higher sampling frequencies

HV cells. Hence, balancing is always feasible as it is shown
in Fig. 3(a). Unidirectional links (Ij,min = 0A) balance the HV
cells by moving charge to the LV element. Hence, balancing
is only feasible if the LV element is not fully charged1, as it is
shown in Fig. 3(b). Similarly, charging is only feasible if the
HV cells contain sufficient energy, which is shown in Fig. 3(c).

V. CONTROL

In this section, we show two reference control implemen-
tations for the BB-APM. Both balancing and charging can
be addressed with a single constrained multi-input multi-
output controller. This approach is named monolithic control
and is depicted in the block diagram Fig. 4(a). We address
this problem using MPC that solves a constrained finite time
optimal control problem (CFTOC) at each time step and applies
the optimal input to the plant. We define the CFTOC

min
u[k]∈U

(qbR̄ + qcR)x̃[k + 1]

q
+ ∥rlu[k]∥q (21a)

subject to x̃[k + 1] = Lx[k + 1]− r; (21b)
x[k + 1] = x[k] + Bu[k] + Ew[k] ∈ X . (21c)

The prediction horizon is chosen equal to one due to the
assumption that the battery voltages are slow varying with
respect to one sampling time. A longer horizon can be chosen
extending this assumption to multiple sampling times. The cost
function (21a) is defined using the infinity norm (q = ∞),
one norm (q = 1) or squared two norm (q = 2). The tuning
parameter qb ∈ R≥0 defines the importance of balancing,
qc ∈ R≥0 defines the importance of charging and rl ∈ R≥0

penalizes the actuation of large balancing currents that are
related to losses.

The controller (21) is based on the assumption that the
capacity of the LV element QL is relevant, i.e. not negligible,
with respect to the HV elements. In these conditions, it is
realistic to assume that the the voltages v1, . . . , vn and vL vary
with similar rates and the balancing and charging problem can
be addressed by a single controller. An example is a HEV or
EV where the LV bus is connected to a lead-acid battery.

The charging control tends to a voltage regulation problem
when the LV auxiliary system does not feature a relevant
energy storage element, e.g. when the voltage is stabilized
only by a capacitor. Voltage regulation requires a significantly
higher bandwidth and sampling rates compared to balancing.

1The LV auxiliary system absorbs power such that balancing is pos-
sible over time. However, this operation depends on the LV load that is
small in some circumstances, e.g. in a parked vehicle. Controllability can
be restored with a LV chopper.

The proposed balancing and charging MPC is applicable also in
this case. However, the CFTOC (21) can be challenging to solve
at fast sampling rates. Thus, we introduce a decoupled control
strategy that separates balancing and charging. Conceptually,
the balancing and charging control problem can be split into
two subproblems and solved independently from each other.
We define the input u[k] as the sum of two components

u[k] = ub[k] + uc[k], (22)

where ub[k] ∈ Rn is used for balancing and uc[k] ∈ Rn is
used for charging without affecting the charge distribution of
the HF elements. The component ub[k] is not allowed to alter
the SOC of the LV element between two sampling instants, i.e.
xL[k + 1] = xL[k] (with iL = 0A).

Proposition 4. Let ub[k] ∈ Ub =
{
ub ∈ Rn | RB̃ub = 0n+1

}
and w[k] = 02, then u[k] = ub[k] yields xL[k + 1] = xL[k].

Proof. Multiplying (18) with R, substituting u[k] = ub[k] ∈
Ub, and w[k] = 02 yields R(x̃[k+1]−x̃[k]) = RB̃ub, where the
first n components are identically zero for any ub ∈ U and the
n+ 1-th component is zero if and only if RB̃ub = 0n+1.

The component uc[k] ∈ Rn is used for charging without
affecting the unbalanced SOC of the HF elements, i.e. x̄j [k +
1] = x̄j [k] (with iH = 0A).

Proposition 5. Let uc[k] ∈ Uc =
{
ub ∈ Rn | R̄B̃uc = 0n+1

}
and w[k] = 02, then u[k] = uc[k] yields x̄j [k + 1] = x̄j [k].

Proof. The proof is similar to the proof of Proposition 4.

These results are now used to derive a decoupled control
strategy. We define the optimization problem

min
u[k],ub[k]∈U

qbR̄x̃[k + 1]

q
+ ∥rlu[k]∥q (23a)

subject to x̃[k + 1] = Lx[k + 1]− r; (23b)
x[k + 1] = x[k] + Bu[k] + Ew[k] ∈ X ; (23c)
u[k] = ub[k] + h; ub[k] ∈ Ub (23d)

h ∈ Uc; R′B̃h = Icr (23e)

The cost function (23a) focuses solely on balancing of the
HV elements as charging is taken into account externally. The
equality constraints (23b) and (23c) provide the transformed
state of the next sampling instant. The total link current
is given by (23d), where ub[k] is reserved for balancing.
Similarly, (23e) requires that h is used solely for charging
providing the rated charging current Icr to the LV system. The
optimization problem (23) is feasible under the condition that
the required charging current Icr > 0 does not exceed the
maximum deliverable current, i.e.

Icr ≤ 1′n

[
V1

VL
I1,max, . . . ,

Vn

VL
In,max

]′
. (24)

The optimization problem (23) defines the vectors ub[k] and
h that define the control law

u[k] = ub[k] + hρ[k]. (25)

The coefficient ρ[k] ∈ [0, 1] is used to define the charging
current uc[k] = hρ[k], e.g. with a proportional controller. A
block diagram is depicted in Fig. 4(b).
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(a) Monolithic control with ∞-norm, qb = 100

0 5 10 15 20 25 30

x 
[-]

0 5 10 15 20 25 30

u 
[A

]

4

2

0

-2

1
0.9
0.8
0.7
0.6

xL

x1

i5

i4

i1

i3 i2

t  [min]

(b) Monolithic control with 1-norm, qb = 100
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(c) Monolithic control with 2-norm, qb = 100
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(d) Monolithic control with ∞-norm, qb = 1
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(e) Monolithic control with 1-norm, qb = 1
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(f) Monolithic control with 2-norm, qb = 1
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(g) Decoupled control with ∞-norm
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(h) Decoupled control with 1-norm
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Fig. 5. Software-in-the-loop validation: balancing and charging using monolithic MPC (21) and decoupled MPC (23) with the tuning parameters qc = 1
and rl = 0; the initial state x(0) = [0.80, 0.78, 0.76, 0.74, 0.72, 0.70]′; cell capacities Q = diag[12, 9, 9, 12, 12, 3]′Ah; and input limits Ik,max ≈ 3.8A,
and Ik,min ≈ −1.8A (the exact limits vary with the cell voltages [15])

By design, the controller (25) is always feasible since U is
convex and u[k] lies on the straight between ub[k] ∈ U and
ub[k] + h ∈ U . Furthermore, the affine equation (25) is trivial
to execute at fast sampling rates, e.g. Ts ≪ 1ms. This property
is made possible by reserving the subset of the link currents h
for charging. However, the instantaneous charging load hρ[k]
is not known at the time of solving the CFTOC (23) that leads
to instances where the links are not fully utilitzed. Hence, the
monolithic CFTOC (21) approach is generally preferable over
CFTOC (23) if both approaches are computationally viable.

It is noted that the optimization problem (23) requires
bidirectional links for balancing. Otherwise, (23) yields a
vector ub[k] = 0n and the resulting controller (25) will
only supply power to the LV link. Balancing is still possible
with unidirectional links and small LV storage element for
example defining a charging vector that tends to balance the
HV elements. However, the resulting balancing operation is
load dependent and therefore not treated in this text.

VI. EVALUATION

The BB-APM is validated using the monolithic and decou-
pled control using a software-in-the-loop (SiL) platform and

an experimental test bench. The SiL platform executes the
original control code and emulates the LV and HV batteries
and the balancing electronics using Matlab-Simulink high
fidelity models [15], [29]. The experimental setup consists of a
reconfigured LT DC2100A demo board that is interfaced with
a TI F28377D control DSP as shown in Fig. 6(a). The original
board uses a cell-to-stack topology [29] that has been modified
into a BB-APM with LV energy storage element. The HV and
LV batteries are custom build stacks using Panasonic NCR
18650 cells. Both batteries have a similar voltage rating due
to the existing transformer winding ratios of the bidirectional
flyback converter links. Each flyback module operates in
critical mode with pulse frequency modulation (PFM). PFM
leads to maximum and minimum link currents that depend on
the cell voltages Vj [15]. They are slow varying within limited
intervals and taken into account throughout testing.

The BB-APM is tested using both monolithic and decoupled
control. The results and performance metrics are shown in
Fig. 5 and Table II. The time to balance (t2b) and time to
charge (t2c) are the times necessary such that x[k] ∈ Xb and
x[k] ∈ Xc, respectively within 1% tolerance. The energy-
loss to balance and charge (e2bc) is the energy lost due to
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(b) Software-in-the-loop results
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(c) Experimental results

Fig. 6. Experimental validation: balancing and charging using monolithic control using qb = 10, qc = 1, rl = 0 and the initial state x(0) =
[0.784, 0.768, 0.681, 0.606, 0.531, 0.654]′, Q = diag[6, 6, 6, 6, 6, 6]′Ah, Ik,max ≈ 0.9A, and Ik,min ≈ −0.9A (the exact limits vary with the cell voltages)

link efficiency for achieving x[k] ∈ Xb ∩ Xc. Furthermore,
the control execution time Tx is measured that is the CPLEX
solver time for the CFTOC (21) and CFTOC (23), and the time
to compute the control law (25) (and feedback controller).

Monolithic control optimizes both charging and balancing
simultaneously. The tuning of the cost function can prioritize
balancing over charging (Fig. 5(a), Fig. 5(b), and Fig. 5(c)) or
vice-versa (Fig. 5(d), Fig. 5(e), and Fig. 5(f)). The same figures
also depict the effect of different types of cost functions:
∞, 1, or squared 2 norm. The control trajectories depend
on the type of cost function. Compared to the quadratic cost
function, the linear ones tend to faster variations of the link
current. In particular, the 1 norm is prone to repeated charging
and discharging (microcycling) of the cells that results in
increased losses due to the link efficiency [29]. The squared
2 norm effectively avoids this behavior and tends to a single
point of convergence of the HV cell SOC and approximately
constant balancing link currents (at given charging currents)
that minimize losses [29]. On the other hand, the squared 2
norm yields a quadratic program that requires about 7 times
the processing time compared to the linear programs that result
from the 1 norm and ∞ norm cost functions.

The decoupled control identifies two control inputs, where
the first handles balancing and the second can be manipulated
for charging. The latter can be manipulated with the same or
a higher sampling frequency. This ability is shown executing
the charging control at 10 times the sampling frequency of the
balancing control. The decoupled control is shown in Fig. 5(g),
Fig. 5(h), and Fig. 5(i). At t = 0min, only balancing control is
active (setting ρ[k] = 0) and charging control (saturated gain)
is activated at t = 2min. During this interval, the balancing
links are not fully utilized that leads to an increased t2c
and/or t2b. Similar to monolithic control, the 1 norm cost
function (Fig. 5(h)) leads to microcycling and an increased
e2bc compared to the quadratic cost function. The execution
times of the decoupled CFTOC (23) and monolithic CFTOC (21)
are similar. However, the decoupled CFTOC issues the control
law (25) that is approximately 106 times faster to execute than
either strategies. Therefore, decoupled control can achieve a
high charging bandwidth since the charging control is trivial
to execute at high sampling frequencies.

The experimental test bench is used to validate the practical
feasibility of the proposed MPC control strategies. The test

bench only supports slow sampling frequencies (a limitation
of the DC2100A demo board). Hence, the experimental testing
focuses on monolithic control. The results are shown and
compared to SiL results in Fig. 6. Both results show a
good match in the same conditions (parameters and initial
conditions). The experimental results show a minor increase
of overshoots of the link power since the rated cell capacity
is used for control. In practice, the cell capacity varies and
it can be fine-tuned via capacity estimation techniques (e.g.
[22]) that are not discussed in this paper due to shortness.

VII. CONCLUSION

This research proposes the integration of the auxiliary power
module (APM) and redistributive balancing hardware of a high-
voltage battery or supercapacitor pack. The resulting battery-
balancing APM (BB-APM) has a similar complexity than other
nondissipative balancing topologies and is projected to make
redistributive balancing competitive for electric vehicles and
some plug-in hybrids using the specific power electronic and
battery cost targets from 2020.

The BB-APM is modeled and the balancing and charging
problems are formally defined. The resulting control prob-
lems are addressed with two model predictive control (MPC)
strategies that solve a convex optimization problem at each
time step. The monolithic control solves both the balancing
and charging control subproblems simultaneously. This control
is generally preferred since it solves for the global optimum
with respect to a quadratic or linear cost function. However,

Table II
CONTROL PERFORMANCE METRICS

Case of Fig. 5 t2b t2c e2bc Tx

Monolithic control: CFTOC (21)

∞-norm, qb = 100 10.7min 18.8min 1.45Wh 0.8ms
1-norm, qb = 100 10.7min 18.8min 1.75Wh 0.8ms
2-norm, qb = 100 19.0min 18.8min 1.34Wh 5.7ms
∞-norm, qb = 1 22.2min 9.8min 1.69Wh 0.8ms
1-norm, qb = 1 20.5min 9.5min 1.90Wh 0.8ms
2-norm, qb = 1 19.2min 10.3min 1.66Wh 5.7ms

Decoupled control: CFTOC (23), control law (25)

∞-norm 16.3min 21.5min 1.19Wh 1.1ms, 20.9ns
1-norm 15.2min 21.5min 1.25Wh 1.4ms, 21.1ns
2-norm 16.0min 21.5min 1.20Wh 5.9ms, 29.5ns
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this control approach requires a low-voltage energy storage
element, e.g. a lead-acid battery in an electric vehicle. Without
storage, the charging subproblem tends to voltage control of
the LV link with significantly faster sampling requirements.
Hence, a decoupled formulation is proposed that solves the
balancing problem at a slow sampling rate and issues a
charging control law that is 106 times faster to execute.

The control strategies are validated using a software-in-the-
loop (SiL) platform that emulates the LV and HV batteries and
the balancing electronics with high fidelity models. The control
strategies are validated for a range of linear and quadratic
cost functions and performance metrics are computed for each
case. In comparison, quadratic cost functions yield the lowest
losses to achieve the control targets at the cost of a higher
computational burden. In further work, a dedicated BB-APM
hardware platform will be developed.
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